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DISCLAIMER

This document contains description of the PaaSage project work and findings.

The authors of this document have taken any available measure in order for its content to be
accurate, consistent and lawful. However, neither the project consortium as a whole nor the
individual partners that implicitly or explicitly participated in the creation and publication of this
document hold any responsibility for actions that might occur as a result of using its content.

This publication has been produced with the assistance of the European Union. The content
of this publication is the sole responsibility of the PaaSage consortium and can in no way be
taken to reflect the views of the European Union.

The European Union is established in accordance with
the Treaty on European Union (Maastricht). There are
currently 27 Member States of the Union. It is based
on the European Communities and the member states
cooperation in the fields of Common Foreign and
Security Policy and Justice and Home Affairs. The five
main institutions of the European Union are the
European Parliament, the Council of Ministers, the
European Commission, the Court of Justice and the

Court of Auditors. (http://europa.eu.int/)

PaaSage is a project funded in part by the European Union.
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1 Introduction

This deliverable describes the objectives, requamts) and scenarios for future usage
of Cloud environments. The requirements have béeited from the three PaaSage

use case sectors as there are industrial cloudere®¢ and the public sector. The

requirements analysis has been carried out to fyph@m in such as way that they

can be tested and validated by PaaSage use ckskadltkers.

The main goal of this document is to capture tlygirements that different potential
adopters of cloud technology will have about they wadeploy new applications or
migrate existing applications onto a cloud. To he#tus goal, this deliverable will
describe the objectives, requirements, and scendoo future usage of cloud
environments. The presented requirements areegliéffom four PaaSage use cases
originating from three aforementioned different liggiion domains:

* Flight scheduling (industrial sector)
* Industrial Enterprise Resource Planning (indusseitor)
» Electronic portal for citizen-city (public sector)

* Resource intensive simulations including the autbreodomain (eScience
sector)

A complementing goal of this deliverable is to captthe requirements in a way that
they can be tested and validated by PaaSage usastekgholders. In order to achieve
this, each specific use case is mapped onto thergleabstract PaaSage workflow.
Through this step, the requirements are, on thel,harplicity mapped onto the
different steps of the generic workflow designedRaaSage, and it is, on the other
hand, possible to provide an early assessmeneofdhdity and general applicability
of the approach proposed by PaaSage.

Furthermore, the use cases described here andetjuraments gathered are the
foundation for the realisation of the demonstrattegeloped by WP7. Following the
aforementioned sector-related structure, the detradnss will show the applicability
of the PaaSage system. Depending on the use casensieated, different key
feature, like application optimisation or processeraction, are in the focus of a
particular demonstrator.

Note this deliverable is not about the detailedunesments specifications of
components to be developed within technical PaaSagles. Such work will be
carried within the PaaSage work packages WP2-5 omptiance with the
architectural guidelines defined by WP1.

The deliverable will detail each of the use cass®d above. It is structured as
follows:

» The general template structure used for each seisaescribed in Section 2.
» Sections 3 to 6 detail each use case listed ukiagemplate.

* Section 7 gives a synthesis consolidating, struggurand highlighting
common requirements across the cases.

* The final section explains the next steps that bellperformed within WP6 to
refine the requirements, match them with the WRhitecture and specific
components, and later on validate the producedofymts against the
requirements.
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The deliverable at hand documents use case-speaefjairements that are the
foundation of the technical work executed by WP2MB5. As the PaaSage system
will evolve, it will be necessary to re-assess sahthe requirements and match the
use cases with the architectural and technologieaisions and developments. This
deliverable will therefore reflect this evolutiobeing used project-internally as a
“living-document”. The final requirements delivelalof WP6, D6.1.2, will document
the results accordingly.
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2 Use Case Structure
We describe here the general template that wifbbbewed by each use case.

2.1 Organisation behind the Case

This section will describe the organisation of twenpany presenting the case. The
description relates to the general organisatiorrdesd in the overview report. How
are the roles realized in your organisation? Whenee organisational boundaries?
What is the competence or responsibility of theocin real life? Are there other
processes in your organisation that overlap oractewith the PaaSage workflow etc.

2.2 Objectives

This section aims at describing what each compsaroing in general; what are the
classes of products or processes which can be we@rboy using cloud computing in
general and especially by using the PaaSage method.

2.3 Current Status (as-is)
This section will give a description of the currstdtus of the selected case.

2.4 Target Picture (to-be)

This section will describe the improvement whiclowdld be reached by using cloud
computing togethewith the PaaSage method.

2.5 Walkthrough PaaSage Workflow

In this section a case-specific walk through thaegal PaaSage workflow will be
described. Important driving questions are: Aredhany specific requirements and
constraints in the context of individual steps? Bou use specific tools or
technologies? Which steps are the most importardriical ones? How could the
platform make a significant difference comparetbttay’s practices?
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Figure 2-1. PaaSage abstract workflow.
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3 Industrial Sector Case — Flight Scheduling
This case is supported by Lufthansa Systems (LSY).

3.1 Organisation behind Case

3.1.1 The Company

Lufthansa Systems provides consulting and IT ses/for selected industries and has
a leading position in the global aviation indusiffze wholly-owned subsidiary of the
Lufthansa Group offers its customers the entiregeawnf IT-services, including
consulting, development and implementation of imussolutions as well as
operations.

At its headquarters in Kelsterbach near Frankfuaitfiy Germany, the company
operates one of the most modern data-centres inopEBurLufthansa Systems has
offices in Germany and 16 other countries and epgoitoout 3,000 people.

3.1.1.1 Airline Solutions & Services

Lufthansa Systems offers airlines of all sizes @etya of solutions for controlling and
optimizing their core processes. Network carrigegional airlines and low-cost
carriers will all find packages of solutions taédrto their individual needs.

Lufthansa Systems offers integrated solutions fanaging cost-effective and safe
flight operations. The portfolio of solutions rasgeom network planning, operations
control and crew management, to hub managemenaddontrol. Our state-of-the-
art products and services for ground handlinglfti® demands of today's business.

Today, about 200 airline customers worldwide rely the Lufthansa Systems
portfolio of products and services.

3.2 Objectives

3.2.1 Selection of a use case scenario

From the wide variety of airline applications Ludtisa Systems offers, we selected an
application from the NetLine product suite, which used for airline schedule
planning, it's called NetLine/Sched.

Today's airlines need to permanently revise thelredule plans in response to
competitor actions, or to follow updated sales aratketing plans, while constantly
maintaining operational integrity. This makes seallednanagement a very complex
process. These challenges call for a state-of#theseheduling system which
optimally supports the development, managementimptementation of alternative
network strategies. NetLine/Sched supports all @spef schedule development and
schedule management. It offers powerful and easyséoschedule visualization and
modification, supports alternative network stragésgiand schedule scenarios and
measures the profitability impacts of alternatiebeduling scenarios. The system is
used every day by more than 30 airlines aroundjlibige, ranging from small to large
carriers and using different business models.
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3.2.1.1 Overview of NetLine/Sched - Schedule Management Solution

Figure 3-1 shows the application timeframe for sicihe planning. It starts around 6-
24 months before the day of operation (medium-rgviganing), over a short-range
and implementation phase (~1 month before day sf myio the operational phase of
the schedule. Even though operation control is sipd by a different application
(NetLine/Ops) the scheduler is still involved iresle activities, because scheduling is
a never ending and repetitive task and the enchefschedule is the start of another

one ...
Application time frame
+1 lo 3 years +6 to 24 months +1 to 12 months 40 to 1 month +0 to 2 weeks

Process Long-range | & Medium-range P Short-range P Implementation P 8¢l >

Scheduling
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application
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Netline/Ops )

Figure 3-1: A typical scheduling process

Flight schedules consist of single legs (to trafeem 'A' to 'B'). These legs are

chained into so-calledircraft rotations

Syalem Schedis Selectme Probies Grsk (61 Dols (dors Oplmicery Reports Olams

JUOT_DEMO 8 FIOM. 25008  hus COLPANY Ry 8 ofABsE 30 JAN00.SFEES0 Baiel UBC Chasgel COMH i | Ratad MOHE =
s | o MeeCp W Bestng ) GuchShbn [ Smiiof Dot Medium | Legeee  Local | Scumg 20 M

¥ M W 5 & T Ll » n m [} -I:--B [ fi) u ] » a n hhxl:
v S B = W R EmoEE xR o= s
"'"'- R oo el o DR 25 AR o - m"'mmw:
A s mm C 0 B B R T
i Bl g Welden o= RAEdd wn Iﬂ e HJ = m v i :?l |
b Minall i "ﬂi = 2 -mm e [ Al e m ) i 'uit:l

oo o RS e Wik e SR o W WEE s ﬁﬁ on  miod ol :; "
e | S N T T T = e 2 |
om | I R ] T 5 R0 %
v S Eﬂiﬂ!ﬁﬂ b= EEEI«- o =

m Wy 1w : (980 ;

n o oms e N : :‘!l;

LCA LT ‘ ﬁ

CEE LI = ,+ I
gk o - =
e = -

Figure 3-2 : NetLine/Sched Aircraft Rotation view

D6.1.1 — Initial Requirements

Page 10 of 75



One of the major key issues of the schedulers wotk realize the planned flight
schedule of an airline with a minimum number of §bgl aircrafts used. Together
with a minimum of (unproductive) ground time. Conasits are necessary aircraft
check events, aircraft maintenance operationspdirpstrictions etc.

Or, to summarise, the objectives of flight scheaykare:
1. Maximize the schedule profitability
* Maximize the aircraft utilization
* Ensure a high seat load factor
2. Keep the schedule feasible.

The following example illustrates the number ofiteed which needs to be handled:
» Aflight schedule is normally built for one seaseammer or winter schedule.

* The schedule is built-up on aircraft rotation (aard aircraft rotation is not
limited by such a schedule season; it laps in aridob the current schedule
period and is nearly infinite, i.e. from purchasgilldecommissioning).

* This seasonal schedule spans over 6 month.

For a mid-size airline such a schedule can contad0.000 events (legs, checks etc.)
and for a large airline it can be over 1 millioreats!

Other tasks which are executed by schedulers wigpat of NetLine/Sched are:
» Check schedule consistency
» Create schedule scenarios
* Schedule administration
* Slot management
* Schedule optimization
* Schedule simulation
» Profitability evaluation
* Reporting.

To execute these tasks efficiently the flight sched needs access to other IT-
systems within the airline and outside of the m#liExamples are:

» Collect booking figures and forecasts, e.g. froma&nue management system
* Publish schedule information / schedule changes
» Collect airport slot information

* Collect data from preceding and subsequent appitatof the schedule
planning workflow (see also Figure 3-1).

3.2.2 Motivation for the Cloud

From year to year the airline industry has the lehgke of working more and more

cost effective. Cooperation's and mergers happensé the synergetic effects and to
establish the necessary market power.

To meet these challenges, the airline companiesispjeamongst other things, an IT
infrastructure, application landscape and systeeraipn with high flexibility and
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usability. The applications must support differkimd of collaboration models, better
than today.

To support such strategic alliances of individudires (i.e. former competitors) the
companies needs the aforementioned flexible infrxesire and application software.
These environments must be able to scale verticaily horizontally very well.
Therefore, besides the infrastructure, the usedicapipn software must be designed
to scale and to use the given resources very effifigi.

Cloud computing will be one of the key factors éalize this flexibility. A company
which develops application software to run in audi@nvironment needs abstraction
from specific cloud service providers to preventesdor lock-in, to allow shorter
development cycles for new products and to gaintiadd! benefit for the application
user by providing additional features.

The following chapters highlight the aspects oftays operation and application
development in more detail.

3.2.2.1 System Operation

As previously mentioned Lufthansa Systems offescitstomers the entire range of
IT-services, including consulting, development aimmdplementation of industry
solutions as well as operations.

Depending on the kind of the IT service providecetg. a NetLine/Sched customer
the organisation and the roles servicing the custare slightly different.

Possible operator models provided to a customer:

* The customer has an own IT department and opethgespplication on-
premise in its data centre. Therefore the airlimgsbtan application license and
the product is introduced within a jointly implenmation project. The
customer gets application-only support by the Larida Systems application
customer support department.

* Lufthansa Systems operates the whole system facus®mer. The customer
doesn't need an own data-centre. But he still cmmapplication license. The
implementation project has a smaller scope fromdh&omers' viewpoint,
because of the outsourcing of the operation. Tlséoawer gets full application
and system operation support by Lufthansa Systems.

* Lufthansa Systems operates the whole system foryntaistomers. The
customer doesn't need any special IT nor doesyitdouapplication license.
There will be a time based service agreement fer gpplication and the
implementation project focuses on the user traininfthansa Systems gives
full application support.

There are advantages and drawbacks for all theseatgp models. However, cloud
computing will strongly influence these operatordals and the processes and roles
associated with. Therefore it will be also a tangeture of the organisation behind
this PaaSage use case.

From operation point of view the significantly redd costs (more as it can be
realized by pure virtualization) is a major issudis reduction will be realized
through a homogenous infrastructure by using clpladform standards. Using the
PaaSage method enables us to realize these famigwsacross different cloud
infrastructures. Supporting deployment into hybgtbuds easily (build up on
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customer and provider cloud infrastructures) istla@okey benefit of the PaaSage
method.

This homogenization of the infrastructure might the basis for a homogeneous
application landscape. This in turn evolves conlsdéd processes around.

Lowering the heterogeneity of the infrastructure &éme application landscape as well
as the process diversity has a direct impact orstidé structure. There is less special
gualification for people needed and due to autochatmtrol of the operation there is
even less personal needed at all.

3.2.2.2 Application development

Beside the operation model and the services prdvitte the customers, the
application development is a huge part of the larfda Systems portfolio. The
offered software products are flexible and highlgtomizable. They share data with
other products whenever it makes sense.

Developing applications which are designed to ronai cloud environment will
benefit from at least these topics:

* Reduced complexity

* Improved quality

* Reduced development time / reduced cost

Reduced complexity

Modularization enables us to develop in a featwgeld approach. Subsystems and
services are then more decoupled and well docuieartd therefore the demand to
know every part of the system is lower than today.

Operational aspects are hidden by the cloud acthie Standardized persistence
models can be offered by the cloud environmentues®dl by a service. Scalability is
inherently supported by the cloud infrastructuréhé application service is designed
according to the cloud design patterns.

Also currently necessary support of different opagasystems (in parallel, e.g. IBM
AlX, different flavours of Linux, Solaris ...) for aiomers operating an own data-
centre can be reduced by using the virtualizatppr@ach behind cloud computing.

Improved quality

Today, to setup and to maintain an (integratios) émvironment for such a complex
application environment as NetLine/Sched can bd had painful.

Several connections to other systems (realizedrasck-up or as test instances, t0o)
needs to be configured, database content from ptioduinstances must be loaded
into separate test database instances etc.

Future test scenarios gains from a better modaléoiz as well as from the cloud

infrastructure itself.

Modularized systems might be tested in a down-dcédst scenario (before the

integration test is executed). Only changed sesvineeds to be tested by the
developer and/or the test team.

Provisioning of an adequate test environment shbaldonsiderable easier in a cloud
infrastructure than configuration of a, non-virieat, conventional environment.

D6.1.1 — Initial Requirements Page 13 of 75



Reduced development time / reduced cost

The aforementioned change of test execution of taoded systems is also reflected
by the development process. A more iterative paeesdel is supported by such
service oriented architecture. The feedback loofwéen requirements analysis,
prototyping and the customer is much more agile thefore.

This will result in shorter development cycles atmérefore the project can be
finished with reduced cost.

3.3 Current Status (as-is)

3.3.1 Overview

Today, the system consists of a relational datalsaseer (RDBMS) to persist the
schedule data and the supplemental basic data @rgort details, aircraft
configurations, constraint configurations etc.) anfét client installed on a (separate)
server (see Figure 3-3).

The fat client reads the data from the databaseyegsknts the schedule information
to the user (using a graphical Ul and by diffenegorts) over a virtualized desktop
sharing solution (like OSGD).

deployment Deployment Model "as-is" /

Application Server
DB Server

«executionEnvironment»

. «executionEnvironment»
Linux

Linux

«executionEnvironment»

NetLine/Sched Oracle DB Server
Background ——
Services i
TCP/IP» ]
« g | NL/Sched
= Database
I e
| e |
NetLine/Sched [ | « ”

FatClient

b\

«TCP/IP»

Client PC

AgxecutionEnvironment»
MS Windows

«executionEnvironme...
OSGD

Figure 3-3 : Current deployment model of NetLine/Shed

The user (scheduler) uses the graphical user aueio modify the schedule, to run
(complex) checks or to compare his/her schedule thi¢ other versions stored in the
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database. The reporting engine is used to creddd tists, summaries and business
analysis reports.

The RDBMS and the application servel(&r the fat clients, additional service
processes etc. are operated in our data centneaocustomer's data centre.

The sizing of the servers must be done up frondidgl new server is costly, needs
special setup and installation of software and gametimes a very complex task (e.g.
transform an Oracle single node database serveninluster (RAC) database server).

3.3.2 Detailed View
The current solution has limitations. The followisigbchapters focus on them.

3.3.2.1 System configuration and operation

The system must be ordered to handle the biggesilge workload in an acceptable
time. This means a waste of expensive computingepdev the remaining period.

Complicated forecasts and estimations are necessamngate a system design which
matches as much as possible the customers neetlie foext 3-5 years of the system
operation. To prepare the configuration for thenown system load for the future,
this is every time a balancing-act between cosictiffeness and over-sizing.

Hardware upgrades, e.g. due to an underestimatétsin the past or to handle
additional partner or sister airlines are expenawd need a (mostly complicate)
migration procedure. These migration steps needsbdoexecuted in a test
environment beforehand, which results in a defeirepglementation of the whole
project paired with additional costs.

Even so, the implementation of such an (additioted) system or the update of an
existing test system e.g. to the current produatamsion of the software/database etc.
is a costly and time-consuming task.

Some of these imponderables are handled by usigalized environments in our
data centre. But there are still challenges, waitinbe solved.

3.3.2.2 Functional enhancement

The monolithic design of a fat client makes it lerth enhance existing functionality
or to add new functionality. For such tasks thetesysdesigner and the developer
needs a thorough understanding of the whole sysiednthe interdependencies of
each component.

3.3.2.3 Flexible user interfaces and usability aspects

The fat client architecture, using memory cacheid d#ructures per client instance,
might give a good performance in respect of theratdtion with the user. But on the
other hand the tight integration of data structutmssiness functionality and the
graphical user interface (GUI) makes it nearly isgble to attach modern user
interface techniques to the functional core ofdygtem.

Due to unsupported interaction models (like gestargrol) it is impossible to re-use
the existing GUI components together with mobilerdis. Also a browser based GUI
solution is far beyond the means.

1 'Application Server' is not meant in the sensa déva application server, like JBoss
AS, but as a hardware resource running the appita), e.g. a Linux server.
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Besides the missing integration into latest GUhtextogies, the current solution lacks
of other usability issues.

For the user it is impossible to share data betwdient sessions. Because the fat
client collects all data in-memory, this data is aoccessible from other sessions; not
even for the same user id. Therefore the collatmratith other users is complicated
and only possible by using a different medium tompounicate (verbal
communication, copy-and-paste, email, paper).

Due to the facts described above (see Functiornaremement) the availability of a
new application feature is only possible after ctatipn of a complex rollout of the
complete application. This does not fit with thepesence users have from their
Smartphone, where it is possible to quickly solygablem by installing an App.

3.3.2.4 Data Management

The data management is done by using a centrafiedmtional) database server. It
follows the strict consistency model. This hindatso to follow new trends and to
implement changes in the working environment od@line customer.
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3.4 Target Picture (to-be)

3.4.1 Overview

The fat client solution should be replaced by dédfeé, modern and flexible client
solutions.

deployment Deployment Model /

Cloud Node A

«executionEnvironment»
JVM

NL/Sched Service

7N

«asynch, TCP/IP»

Cloud Node C

«TCP/IP,WebSockets»

«executionEnvironment» \\
il \Cloud Node B
&] \
NL/Sched Seril «executionEnvironment»
\‘ oy
«WebSockets, TCP/IP»__|
T

Embedded DB |~ebischel

«TCP/IP,WebSockets»

Client Device

Web Browser

Figure 3-4 : Future deployment model of NetLine/Schd

Not all users of such a scheduling solution nekfliattionality every time.

Users have different roles (maybe over time), diifiéc knowledge about scheduling
insights (e.g. expert schedulers vs. supportinff)sdad also different environments
where they work. A scheduler can e.g. work in tas/bffice using a full-fledged
power client or he/she can be in a meeting andsget read-only access to the data
over a mobile device.

Therefore the to-be solution should be no longenalithic and database centric. The
system must be scalable in the sense of numbersefsuand also in respect of
computing power for sessions with more demand (ergautomatic optimizations).
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This requires cutting down the system into smalwvices which can be distributed
in a cloud environment and used by different chent

Security concerns must be covered at all time,reaying from a private cloud into a
public cloud (even for parts of the system) muspbssible in a secure and reliable
way.

Access to external interfaces is a vital part fischsan application. Schedules can be

exported and imported using a standard file for(&3IM format). And schedulers
can trigger sending information to other departrm@ntto partners of the airline.

High availability is important for airlines. Fordhschedule planning solution this is
definitely the case when different user groups.(@artner airlines), operating in
different time zones around the world are using (d@me) system; i.e. also multi-
tenancy is a must.

3.4.2 Detailed View

3.4.2.1 System configuration and business operation

In case of system operation, elasticity is reque&te default. This demands that
needed computing power is available during pealkegineven without announcing it
before. In return this implies a pay-per-use motielavoid the waste of money for
unneeded computing power during idle periods.

Using cloud services helps the customer to gebfrign in-house hosting service and
to concentrate on the core business of an airlimaily flight operation.

The consequence is that the airline
* needs fewer or even no IT specialists of its own
* reduces the complexity to run the business

* reduces the costs for on premise infrastructure mdintenance, software
licenses, personnel, computing centre security,ptexntroubleshooting tasks
etc.

Further benefits of operating airline business igppbns in a cloud environment are:

* Increased interoperability, at least for applicasioof the same application
suite.

» Easy setup of different test environments for défe test scenarios (e.g. RfC
tests, exploration of new business scenarios, iateg tests etc.).

» Test systems are as close as possible to the pphtation, but still strictly
separated; just another instance in the cloud.

» Pay per use, also for such test environments

The key benefits of Scalability through the usafjelaud computing are:

* Flexible business operation. If the company groatla merger happens, the
application operation grows also.

* In conjunction with the term 'Interoperability’ ig easier to cooperate with
partner or sister airlines.
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3.4.2.2 User interfaces and usability
The application users await several improvemewis fa cloud based solution.

This new model supports a kind of a 'transient wWowK, which means that

everything the user does is persistent and availablwhatever client he/she works
on. When a user moves e.g. from the desktop brotese mobile client, he/she
expects to see the same data after login to the saplication.

This workflow is heavily supported by using neweali technologies like web
browser, mobile clients etc.

A basis to enable such a workflow is that the agpion performance is independent
of the client hardware and the separation of tkealization and the core application
services. Thus, users can get new application ifumadity on top of existing services,
e.g. by installing small Apps with dedicated, snfiatictional components.

These small Apps with additional features or upslatiethe application benefits from
the cloud deployment model to be quickly availaitledemand.

As said before, performance is independent of Hesl wlient; however it depends on
the network connection into the cloud. The new iéecture should use cloud specific
network optimizations like near edge service rdiocato provide the fastest network
access, independent of the users current locafidns feature supports the
collaboration of distributed teams in an excelleay.

And collaboration with colleagues at all is easgcduse the internal status and the
data can be shared instantly.

3.4.2.3 Data Management

Cloud enabled applications need a different apprdacstore the application data.
Services in the cloud should be work in a statelesg because a failure of a service
or the drop out of a whole node can happen morenothan in today's high
availability (cluster) environments.

Therefore, also the database technology used ioual @nvironment needs to be a
different one. Topics like the CAP theorem, ACID. BEST, the shared-nothing
approach etc. needs to be addressed in such dpmplieachitecture, designed for the
cloud.
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3.5 Walkthrough PaaSage Workflow

3.5.1 Deployment Preparation

Deployment preparation contains all steps necedsacyeate an application bundle
which can be transferred into and executed by aifspeloud environment.

This step covers the upper part of the PaaSagefidlarksee Figure 2-1).

There are different kinds of execution environmemissible. At one hand we have
so-calledogical environmentsncluding:

» development environment
» test environment (also for UAT)
* production environment

And we need of courgghysical environmentsncluding instances of a
e private cloud
* public cloud
* hybrid cloud

These physical environments can also be groupddnayionality, like:
* adatabase cloud
* adevelopment cloud
e acustomer cloud
* an alliance cloud

The logical environment is realized by identifyisigecific modules and by defining in
which physical environment they need to be deployed

The cloud topology must be definable (e.qg. likésipossible with OASIS TOSCA,
seehttps://www.oasis-open.org/committees/tc home.plypAalbrev=tosda

The following key issues must be fulfilled:
Maintain full portability
* No vendor lock-in
» flexible deployment
0 during runtime
0 development/ test/ production

» platform independent; that could also mean youudlmfrastructure changes
(even if it is your own cloud)

Security concerns must be considered

* Requirements from the Chief Information Securityfi€zr (CISO) must be
implemented

» customer requirements (e.g. from a worker council)
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» legal requirements (country-specific)

Access to external interfaces (specified via CloudM per business services or
service cluster or module)

* cloning
* network setup
» flexibility

Availability must be calculated down to services aththen realized as requested
* online/ offline
* downtime
o 24]7

3.5.2 Execution and Operation

This part of the PaaSage workflow (the lower, greebbles of Figure 2-1) covers all
topics around the execution and operation of theicgdion.

There we need a platform-specific mapping:
» for all physical environments
* which realizes the logical picture in a physicalwi gets alive)

» containing all administrative access rights to veses in the cloud necessary
must be realizable in a provider-independent, edifvay; e.g.:

o file system access
0 database access
0 ssh key configuration

Besides the platform specific mapping we need sugpo execution monitoring and
control. Execution monitoring covers:

* Measurement and collection of data from the physttevironments and a
mapping it to the logical views

» Support of standard monitoring tools and mainteagia integrate operation
smoothly with current operational practices)

Execution monitoring (and operation) must be dopexXsting teams (24/7).

Execution control analyzes monitoring results aadves requirements etc. to be fed
into next deployment preparation cycle. It combidigterent logical views; combines
logical views from different products, combines adp from same physical
environments etc.

This is done in a bi-directional way, with a linkthe community:
» feed in your experience

* consume experience from others to draw your coirigsor decide on next
steps

And also company internal ‘communities’ might stdata with the execution control
part of PaaSage, e.g. service management bringsuket perspective (like customer
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plans a sales promotion and needs more capacitgra@pn detects an irregular
operation which requires fast re-calculation, etc.)

All aspects of Scalability must be fully supported:
» Core service definitions (see alsibp://www.linked-usdl.org/ns/usdl-core
o Elasticity, which includes:
* Maximum processor cores
=  Maximum main memory
= Maximum external storage
0 scale-out, which includes:
= Maximum nodes to be allocated
» Accounting, which includes:
o Pricing (see alsbttp://www.linked-usdl.org/ns/usdl-prige

* Service levels (see alsbttp://www.linked-usdl.org/ns/usdl-9la which
includes:

o0 Guaranteed state and action
0 Service level profile
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4 Industrial Sector Case — Industrial ERP
This case is supported by the BEWAN partner.

4.1 Organisation behind the Case

BEWAN is an IT Service company located in Belgiudglivering products and
services in the domain of IT infrastructure, softevdevelopment and consultancy.

BEWAN has two offices in Belgium, in Flanders (Wkam) and in Wallonia
(Waterloo). Headcount is 63: architects, develop@malysts & programmers),
support people, system engineers and off course/S@Bfple.

BEWAN carries out ICT projects for a wide range apfstomers, mainly Medium
sized companies, but also local departments ofimatibnal companies. BEWAN
develops projects in the domain of
- IT infrastructure: BEWAN advises, sells, installsnplements, offers
managed services... in the domain of hardware, ssckeavers, networks,
security, hosting, workstations (PC’s), peripherals
- ERP software: (enterprise resource planning): BEWAMNvises, sells,
customizes, delivers, implements, gives trainingufport... in the domain of
ERP, Finance, Business Intelligence, Web Applicetjo Property
Management, Office applications...

All of BEWANS applications have been developed au$e and can be easily adapted
in order to fulfil specific requirements from custers. However, those (licensed-)
applications are not cloud-ready, not SaaS-ready therefore run on private
machines.

A project can be:

- A turn-key project: in this case BEWAN takes cafehe whole IT project:
consulting, requirements study, hardware implenmemta software
development & implementation, network, traininglpakesk & support, and all
related services.

- An integration project: in this case BEWAN integmtsoftware modules
within an existing infrastructure or an existingimapplication.

- An ICT project: in this case BEWAN takes care of ihfrastructure project
by means of selling hardware, consulting & supmetvices for servers,
workstations, networking, hosting, security, onlbaekups etc.

From BEWANS point of view, the ‘solution’ is far m®important than the ‘product’.
In our vision, the following factors are importamd strategic differentiators:

- Knowledge of the business of our customer

- Knowledge of the customer’s needs

- Understanding of the customer’s vision and strategy

- Knowledge of the modern ICT technology in ordebé&able to right-size the
platform on which the solution will run

- A well-structured, but ‘human’ approach in devetapi implementing and
servicing solutions
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These 5 pillars lead to:

- Long-term Solutions & Services that not only reaahhigh level of
functionality, usability, efficiency, technical §llty, scalability,
maintainability and extensibility, but also suppdiie management in
measuring performance, by means of put-forward ghatied Business
Intelligence tools

During 2011/2012 BEWAN took its first steps in abwewomputing by means of

developing its own cloud infrastructure based oe @penStack cloud operating
system. Until now, this infrastructure is limited taaS and is used to host some
internal applications and a few websites (“priveltaud”).

As already mentioned, BEWAN is now in a projectreflevelopment and this time
BEWAN wants to hit the ball right and take advastag what PaaS in general will
offer.

4.2 Objectives

BEWAN is in a process of redeveloping its standgpglications and the objective is
to propose SaaS — multi tenant software solutionthé cloud. Depending on the
usage and load, BEWANSs objective is to be ableggal applications to its private

cloud and also to be able to scale out to highoperdnce public clouds when needed.
Off course those private and public clouds shoudfdrahe services needed by the
BEWAN applications.

4.3 Current Status (as-is)

Over the years, BEWAN has used different technel®dio develop its standard
applications; also BEWAN still maintains some apgiions which were built by a
company which was acquired by BEWAN in December ®205ome of the
technologies used include: Uniface, UNIMS/4GL, DelpMagic, C#, VB, .NET,
PHP, Zend Framework, Doctrine ORM... on WindowsRdrnux. Most of
BEWANSs applications use MS-SQL Server, Sybase Adagberver, or MySQL as
DBMS.

It's clear that all those different technologies, the long term, are an issue,
considering their support and maintenance. Addingqctionality, changing
applications due to new legal, tax or other regoiat and so on ... involves that
many applications have to be modified. This is@tithe and money consuming.

4.4 Target Picture (to-be)

BEWAN already started to tackle the issues by pagnbut a single architecture for
our next generation products. The new software iteactare is based on SOA
principles and applications-services are being ldpesl in C# for the .NET
framework. Visual Studio, is used, with extensidos WPF (presentation layer),
Workflow Foundation, ORM (NHibernate), Service B(i¢ServiceBus) and Team
work (Team Foundation).

Because of the SOA, all components are loosely ledupnd an application can be
build by composing/connecting Ul's, business preessand underlying services
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(business services, persistency services, repogtiig services) . However, looking
at deployment and execution, there are still somestipns and the expectation is that
PaaSage methods to simplify the life of the devalofhe base line of PaaSage:
“Develop once, Deploy many” is very appealing toB&N, and PaaSage should put
the developer in a position where he/she doeswné i@ worry about deployment and
execution.

In the project, web Ul's, tablet Ul's are also feeen. There is a big chance that
Eclipse with the PHP extension, maybe later witBETNextensions will be used, but
this is not 100% clear for now.

Figure 4-1 illustrates the global architecture.

Presentation layer

A Supply
-
BPM-Orchestration
Services

REST,SOAP XML,...

ESB (Enterprise Service Bus) Third party services

Provisioning

Management layer

ulti-Cloud infrastructure

Security

Figure 4-1 global architecture
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Figure 4-2 and Figure 4-3 illustrates the applaratrchitecture.

Of course, this is really the “big picture” of BEVI& application architecture and too
huge to be used as a use case for PaaSage. lexthehapters, one module of the

application, the ‘after sales’ module, will be pospd.
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Figure 4-2 Overall application architecture
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Figure 4-3 Extract of functional architecture
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4.5 Objectives “After Sales’ module

The objective of the use case is to develop anicgimn which supports the process
of the after sales department, in a way that thieiaes of the different actors in the
process are better aligned and real-time integraBEIVAN wants to offer this
application as a cloud application in a SaaS model.

4.6 Current Status (as-is)

Many of BEWANSs customers have an after-sales depart which takes care of the

on-site installation, maintenance and repair ofgfaucts (machines and equipment)
that they sell. Some of those companies also awtesahis activity to a specialized

company; however this business model is left oscope.

In many cases, there is still a lot of manual wiarthe after sales department. Most of
the activities are followed up by human actors whommunicate most of the time by
phone (i.e. planning and work order distributiond avhere data is distributed and
collected by paper (i.e. work-orders, service regorThis leads to inefficiency,
errors, stock-levels for parts not up to date, ipldtinterventions for the same repair
order, late and wrong invoicing because of the rabwork etc.

Let us look at a “high level” workflow in order tmetter understand the process.

- Start events :
0 A customer requests a service ( repair our mainisz)a
o The maintenance application generates a recurraimt@emance task
0 The sales application generates an new installatignest
- The planner prepares the work-order and plans ¢éxecior a technician on a
certain date.
o0 Reservation of standard boxes containing the pamtsa standard
maintenance for a given machine
o Prepare all the parts for a new installation anait@r delivery note
o Prepare or order parts for special repairs or raparice
- Technician comes from time to time to the dispaighto take his work
orders/delivery notes and picks up the materidhigntruck ( standard boxes
and/or special parts, new machines to be installed
- Technician goes on site and carries out the tadkwartes his report : which
and how many parts he used, how many time he spehtther observations
o It also can happen that a part is not availableisntruck, in this case
the technician calls dispatching to order the pHrg task is then
suspended and rescheduled when the part becomkbheva
- Customer signs the report, gets a copy and agtesstiie job has been
completed
- Technician comes back to the dispatching and rethrs reports, the boxes
and unused parts
- Dispatching enters spent time, used and unused paged on the hand-
written report
- Dispatching refills the standard boxes and entbes used material in the
inventory system ( change of stock location )
- Sales admin makes the invoice for the customer akes a claim to the
manufacturer in case there is a warranty
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Looking at this “simplified” workflow, it's clearhat there is still manual work that

can be automated, that different actors and syswmsnvolved in the process and
that there are delays in the process which makedgta in back end systems are not
up to date. Also, the fact that hand-written repdrive to be made by the technician
and that these reports have to be re-enteredigssobrce of errors and loss of time.

4.7 Target Picture (to-be)

According to the above workflow, the problem isttle a certain moment, the

technician leaves the company’s premises, tragglion the customer, and is thus
disconnected from the automated process. Everytthiaghappens after that is not
under real-time control and has to be written dawrpaper, communicated by phone,
and so on in order to be re-entered into the systere the technician comes back to
the dispatching. Consider also that techniciansalocome back to the dispatching
every day, in most cases they come only once pekwe

So the target is to develop a mobile or web apgtinavhich is synchronized with the
back office applications avoiding paperwork anaégneering data. The main functions
of the new application should be :

- Server side (running in the cloud ) :
o Offer services to receive master data ( custongergacts, install base,
technicians, documentation) from the back officpliaptions
o Offer services to receive the planned service tastksdetailed list of
the parts and the boxes from the back office apptias ( planning
and material lists)
Offer services to the technicians client applicatio get the tasks
Offer services to receive service report data fthenclient application
Send the service report (in pdf format) to cust@ard to the back
office
o Offer services to send back service report dataddback office
applications ( for automatic processing of usedspapent time and
invoicing )
- Client Side ( running on a mobile device )
0 Get the service tasks
o0 Enter service report ( spent time, used parts rathgervations )
o Close a service task and accept a signature bgustemer
o Send service report data to the server

o OO

The application also has to provide useful fundliy to the technician such as :

- Agenda and query open tasks

- Contact information

- Email and Instant Messaging

- Customer history

- Machine history

- Documentation on the installation (i.e. electrisglhema )
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4.8 Development and deployment

As the application will be used by many companiesstipport their after sales
department, users using devices running on diffesperating systems on the client
side will be encountered: laptops on Windows, tatbe iOS, Android, Windows RT,

etc.

In some cases, technicians already have a lapttptiem because they need it to
program or re-program machines, or to read ouéteat log of the machine.

So the easiest way to fulfil the requirements athsan application would be by
developing a pure web application accessible viaebh browser and using web
services running on the server. However, this mehasthe user always needs an
internet connection on a WiFi or 3G, which is nletays possible.

On the other hand, developing a native asynchroraitime application which
synchronizes with the server anytime there is d@armet connection available is
difficult too; because of the different OS on whidifferent devices are running and
the delivery models those platforms are using &ppes).
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5 Public sector — electronic portal for citizen-cit y
This case is supported by the EVRY partner.

5.1 Organisation behind Case

EVRY is one of the leading IT companies in the Nombuntries, with a strong local
presence in 50 towns and cities. Through its kndgde solutions and technology,
EVRY contributes to the development of the inforimatsociety of the future. EVRY

combines in-depth industry knowledge and techncokigexpertise with a local

delivery model and international strength.

EVRY has some 10,000 employees, and the compargmsnitted to demonstrating
that Nordic customers are best served by a supblerunderstands Nordic business
from the inside. EVRY reports annual turnover apptong NOK 13 billion. The
company is listed on the Oslo Stock Exchange whthticker EVRY and operates
from headquarters in Oslo, with major activitiesbimth the Norwegian and Swedish
markets.

Within EVRY there is an own Business Area (BA) feublic Sector, and within the
BA there is a Solutions Service Line which is resgpble for Product development &
Product Management, Delivery of solutions (Conaghti ASP/hosting of applications
and Customer support

5.2 Objectives

The Norwegian Public sector is under pressure teldp more efficient ways of

providing services for the inhabitants and busiessg Norway. In the next ten years
the demographics of Norway will go through a sigaift shift where a large

proportion of the population will transfer from bgiof working age into retirement.

This will give two effects on the public sectoretdemand for public services will
increase significantly; and there will be a reduetin the total size of the workforce.
ICT will be a significant driver to reduce the ntga sides of the demographic
change.

There are currently 428 municipalities and 19 regiomid-level governmental
districts in Norway today. Municipalities have tresponsibility for several services
to the local community such as nurseries, schawmlisgstructure, and regulations for
properties and real estate, and providing servioesthe business sector. For
administrating these services, they use varioucgiens and solutions, for example
workflow management tools.

Most municipalities host their own applications didg, or in cooperation with
directly neighbouring municipalities. To meet thelienges of the future with more
efficient and Citizen-centric solutions there isnaed to renew and rethink how
current applications are used. In a typical caseh sas managing a request for
building a house, municipalities also need to ta#teantage of external services such
as databases on housing regulations or detailed wofajhe area, and integrate these
within their processes. The integration shouldobeveen the processes as well as
archives. Software provided to municipalities caremote or in premises, or ASP
vs. SaasS, thus several delivery models need to tegether.

As a major ICT vendor in the Nordic Market EVRY wsto position itself for future
business models. We want to use our existing agpdics with a large local installed
base in the municipal sector and integrate thesk wicloud offering delivering

D6.1.1 — Initial Requirements Page 30 of 75



standardized citizen processes where the processnisn the cloud, but closely
integrated with the business applications instadliedach individual customer.

The public sector use case will establish how Cludcan be used to develop
services that encompass locally installed appboatithat get value added functions
delivered on a cloud model. For example to suppgtocess where a workflow and
User Interface is run in a private cloud, but itge public data/Open Data-databases,
and integrated with locally installed archiving armtcounting systems for a
municipality. For the Citizen the solution appeaeamless across services in the
private cloud, public cloud and on locally instdliglatforms.

5.3 Current Status (as-is)

Municipalities have the responsibility of offeriqgublic services to citizens while
they vary on size and processes and thereforeotihglexity of the problems to solve.
Many municipalities are still working with systerdsveloped in the 1990s while they
see the potential of savings by sharing serviced @mocesses with other
municipalities. The common challenges in this tremd to provide trust-worthy,
reliable, and accessible services to the citizelmgewat the same time, respecting the
municipalities' limited access to qualified staffidalimited budgets. Improved
efficiency, sharing of resources and integratiotwieen processes are major means to
cut the costs. Innovation, self-service, optimati standardisation, security,
flexibility, and economical predictability are thenefits.

EVRY develops and delivers Off the shelf (OTS) #ohs for case management and
archiving (ephorte and ESA), ERP-systems (Systedgresso), Web-portals and
intranets (Interaktor, built on Microsoft ShareRpirand centralized solutions for
open data/public and private structured informat{@mfoTorg containing Credit
information, address registries, citizen registewjlding registry, Cars and boats
registry, enterprise information and more).

There are two potential use cases that are relévanse within the PaaSage project.
» Parts of process for application for building pesmi
* Time management and internal HR process

Use case for Building permits

In Norway (as most European countries) a landoweeds a public permit to set up a
new building and the municipality need to approvehe architecture, lay-out etc.
This process consists of several steps defindaeiNbrwegian legislation.

In all municipalities today, handling building patsis a very manual process.

The AS-IS process is very manual. The figure bethows how an agent (either
Citizen or a Constructor) must proceed to sendtien¢o neighbours as the first step
in a process of getting a building permit. The aganst contact the municipality

physically or by mail to get a list of all neighlyeuto his property. As this list is

generated by a look-up in two independent regssiti@is usually done manually by
an employee at the municipality. When the agenteived the list of neighbours

he/she must either present drawings of the newdiogilto each neighbour physically,

or send these as registered mail. Registered medstly and requires the recipient to
physically visit the post-office for identificatidio receive the letter.
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Figure 5-1 Physical transactions and physical floor building permits

When an application is sent to the municipality thejority of applications are
manually registered in the case management system.

There is obviously an opportunity to reduce costiated to both workflow and

availability. All Municipalities must follow the sae laws and regulations for their
core services processes. A build once, deployweraé organisations will provide a

low cost option for distribution of best practicenaces. Internet-based workflows
will also reduce travel costs as citizens can lveeseonline rather than in physical
transactions. Introducing cloud based delivery n®dan improve ease of operations
for the individual municipality as they can redute internal resources spent on
hosting, operations and maintenance of locallyaiied software.

A cloud-delivery model also provides scalabilityr@gs organisations, and across
processes that have unsynchronized peak-periods tbeeyear. Cloud delivery
models are assumed to provide more efficient harehwaage compared to multiple
local servers with similar software.

5.4 Target Picture (to-be)

In the very long term (10+ years) we believe mosinitipal IT solutions will be
hosted in hybrid cloud models with some servicegrivate clouds and some services
in public clouds. Services must therefore be ableammunicate seamlessly across
different cloud-based applications.

Getting to this future state will contain trial aattor experiences where applications
are gradually shifted from locally installed softeao gradually more cloud based
models. In this transition solutions for the puldiector must be able to maintain
locally in-house installed applications, but intgd with cloud services for reuse of
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data stored in external databases, user interfadebasiness process management,
authentication and digital signature among otherises.
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Diagram 5-2 Vision of the future deployment of eGoernment in Norway.

CloudML has the potential to be a major differetatian this transition, and to enable
an efficient “end-state”. EVRY has chosen to staut journey into cloud based
offerings to the public sector based on a Platf@sna Service solution built on
Apprenda .Net. EVRY intends to provide master da@nagement of public data
(citizen registry, real estate registry, car ragistc.) as a service, provide user
interface, Enterprise service bus and integrat®ra a&ervice, but closely integrated
with locally installed applications in the individumunicipality.

Use Case building permits.

To increase efficiency in the building permits pss EVRY wants to use a cloud
based application. This cloud based application @ahsist of primarily WebGUI,
workflow/rules engine and integration bus, andiit reuse data available in external
databases or locally installed application at titevidual municipality.

The diagram below shows how EVRY expects the TcsiBgation: The agent logs
into an online service — ServiceBox. He/She cariop@r a look-up of all affected
neighbours (combined register look-ups), upload tedevant drawings and
documentation and the notice is electronicallyriisted to each of the affected
neighbours.
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Diagram 5-3 Vision of the ServiceBox for going ditpl interaction with the citizen.

Future dialogue between the municipality and camstr is done electronically
through the solution. At the end of the processetli® integration with the municipal
accounting and invoicing system so that the coosirus invoiced the application
fee.

EVRY business needs/requirements toward PaaSag€land ML.:

Reduce technology dependencies/platform lock in
Integration across cloud and a wide range of lapglications

Framework for modelling and analysing legacy amdidlapplications in order to
understand their delivery models and services sndifitegration solutions

Framework for «<SOA/Cloud» Governance to keep cbwoinalependencies

Scalability (across data centres, and across lasim@cesses over the year) and
“portability” between data centres

User-organisation «business needs»

CloudML to ensure good modelling processes andidatacross cloud and local
solutions

Metadata for efficient reporting on
End to End security and data integrity
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5.5 Walkthrough PaaSage Workflow

In this section a case-specific walk through of isiness needs in the Public Sector
Use Case. Due to the uncertainties of how the Bp@ase will be implemented with
the PaaSage technology the Focus of this desaripti® the business needs of EVRY
and how we will meet our customer requirements.r@akdown according to the
PaaSage workflow is not been considered appropigatiescribe the business needs
of the Use Case.

5.5.1 Overview of architecture

When a user attempts to use a service, he/shetigoegh the firewall and meets an
Access Manager. Access Manager decides whetherudie® has necessary
authentication information (credentials). If noit, dispatches the user to
Authentication Provider. We plan on using ID-Porten Norwegian government
authentication provider for national electronic Ib&ving successfully signed in, the
user is dispatched to an Enterprise Service BuB)k®Bere all the services reside.

ESB is primarily a proxy for services. It has duabtial responsibilities like
authorization, provisioning etc. Services callreatherpreferablyusing ESB.

The stateis communicated among various services using antgnews). A service
publishes an event (news) usiagent Write ServiceNews Writes Servicenaymake

a set of operations before it publishes eitherttiginal news or a set of new news to
News Server (Atom Feed)Other services will each read (poll) events (seby
calling Event Read Service

PEP

Services :
internal or external

PEP PEP L.n
= i ce—— g =
=  — *
— fi ) <
| :
ACCess - Enterprise
User Manager | Service
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| PEP v PEP
Sy Event Write Event Read
Service Service
Authentication Authorization

Provider Provider Publish
PDF Event

(News)
1.n

Poll
News
{Event)

Mews
{Atom Feed)

CO-(—

Policy
Database

Figure 5-4 depicts a high level view of ServiceBox.
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5.5.2 Actors - user types

Primarily, ServiceBox will have two types of actqrssers): internal and external.
Internal and external users will typically havefeliént access control levels (ACL).
Both external and internal users can be either lnwmsars or machine users.

Internal users are typically employees of an orgmion. Consultants, contractors
etc. may also be defined as internal users.

External users are typically civilians who use selfvices. Note that several special
user types may be defined. For instancguardianis someone who uses some
service on behalf of someone else. Enterprise Ids&person or set of persons who
act on behalf of an organisation.

Civilian

ServiceBox Employee
Services
Guardian Consuitant

Figure 5-5 shows a partial list of actors. A usemay be a person or a service/system.
Note that a user may be another service, sometiaikesl a system user.

5.5.3 Services

Strictly speaking, services are per definitioned#s Under no circumstance, state
should be stored in a service. Stateless senesga allows parallel servers and
subsequently high scalability and stability.

In our model, services are categorized as:

1. Informational: the service makes only read openation its back-end systems
including the database

2. Read-Write: the service may read and write inforomaton its back-end
systems including the database

3. Computational: the service receives input, makesescalculation and returns
an output. The service makes no whatsoever readiteg operation. Such
services are typically CPU or RAM intensive. Om tither hand, the service
consumes little network bandwidth.

Services may additionally be categorized as stangabr composite (aggregated). A
composite (aggregated) service may depend on $@tbea services.

The above categorizations and the statelessnesswtes impose guidelines for how
services should logically and physically be defindtlg. computational services may
be run on multiple computers with some certain lbakhncing algorithm (e.g. simple
round robin).

Public sector organisations reportedly requiredbrrices to be formed according to
following SOA patterns: http://www.soapatterns.org
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Services may be either internal or external. hdkrservices are developed and
governed by ServiceBox. External services are owmesome external entity and
ServiceBox has no whatsoever control over them.

5.5.4 Use-Case view

Here, we select a few important steps that illastrsignificant aspects of the
architecture.

The Basic Use-case described below is parts ofllgpfacess involving a Citizen
logging on to a public service, apply for a buiglipermit, the application is
processed, documents archived and the end usecéaviees for the process.
A User logs onto the cloud solution (ServiceBoxyugh ID-porten, a public sector
authentication service for electronic IDs. Depergdon the authorizations the users is
given access to one or several services
The Citizen starts a service “Application for build permit” and opens a form to fill
inn and send a notice to both relevant neighbound & the municipality. The
ServiceBox application uses the Citizen ID to fetata on the user from public data
registries (InfoTorg): This information is case siie, but could be:

Address, other family members,

Tax/revenue information,

Ownership of real estate (including GIS information location, borders,
buildings on land etc.)

Neighbouring properties and owner of these
Ownership of cars
Credit information,

After filling in the blanks, probably uploading dé/data from the local PC the User
finishes and sends the form. The form-data is sebhbth the local archiving system,
and into a BPM-flow for further follow-up. In a bding process, the follow-up will
include

5.5.5 Requirements from EVRY related to the PaaSage workflow/
components
New and legacy applications
 EVRY does not consider it achievable to have prafibf our existing legacy

applications. These are too complex to deem itiplessor a profiling of
applications to cloud-enable them

* New Applications will predominantly be built in .Nprogramming language.

Cloud ML application model

* This component must support how to model dataflogers, standards for
defining parameters and architecture to comply WilaSage components

* Must ensure authenticity of data end-to end

» PaaSage must provide models that includes integraicross cloud and a
wide range of local (i.e. at customer) applications

* Framework for «<SOA/Cloud» Governance to keep cowoimadependencies
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Speculative Profiler
None identified

Intelligent Reasoner
Support methods to ensure access control acrossdatces

Extra functional adaptation
* Must support integration between applications/sohg for both “fetch and
deliver” data
» Support methods to ensure access control acrossdatces
* Support use in a .Net environment

Platform specific mapping
* Reduce technology dependencies/platform lock In.REVhas chosen
Apprenda as PaasS platforms for our developmentarttswPublic sector.
* Must support scalability (across data centres, atrdss processes over the
year) and port between data centres

Execution monitoring

It must enable the monitoring of the responsivenet different services, both
application specific, and responsiveness of extéocally installed systems that are
integrated with cloud applications.

Execution Control

It must enable change of application behaviour nabé scalability between data
centres.
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6 eScience sector — resource intensive simulations

6.1 Organisation behind the case

6.1.1 High Performance Computing Center Stuttgart (HLRS)

The High Performance Computing Centre (HLRS) issearch and service institution
affiliated to the University of Stuttgart. It hasdnm the first national supercomputing
centre in Germany and HLRS is offering HPC resaurtte academic users and
industry. HLRS provides also consultancy serviced #&aining for industry and
academia to program large-scale systems and toedoexisting applications and
algorithms into large-scale use cases for perfogrtiie scientific experiments. HLRS
work focus is oriented towards:

Provision of several different high performancestén systems, allowing the
support of differing needs. It is able to providéhdusands of cores”
supercomputing capacity.

Operation of supercomputers owned by HWW GmbH, &lipprivate
partnership consortium comprising among others Gleeman Telecom and
Porsche AG.

Collaborative research with automotive industrygteough theAutomotive
Simulation Center Stuttgart (ASCS).

Services and consultancy for scientific and indaktrsers.

Research in the area of supercomputer architegtgigsilation software,
software engineering, as well as distributed comguand networking.
Teaching in distributed systems, software engingerand programming
models.

Cooperation with international partners from indysind research.

HLRS is primarily academic (central service ingatly the university) but has also
industrial users. Industry and academia represéfieteht economic factors (different
available budget, different costs per core/houd)t @lso different stakeholders in
HLRS (ownership of resources). Furthermore differ@guirements in particular in
terms of security exist. There are several oppdrasfor the users to get access to
the available systems and run their application:

Research access to the national supercomputersgthneview procedure
Eligible are applications from publicly funded aeadc and research
institutions in Germany that might have project tpars from Europe.
Allocations free of costs for projecty requiring 40 million core hours or
more by answering the "Call for Large-Scale Pragjed¢i8] of the Gauss
Centre for Supercomputing [18) requesting less than 40 million core hours
after submission of a proposal and a review promediorough the HLRS
Steering Committee.

Research access using the PRACE infrastructure:(ERI& a persistent pan-
European Research Infrastructure (RI) providinglileg High Performance
Computing (HPC) resources. Scientists and resear ¢teen around the world
can apply for access to PRACE resources (HLRS arider European HPC
systems) through a rigorous peer review proceskistnial users can apply if
they have their head offices or substantial R&Dvatgtin Europe [20].

All other users have to explicitly “buy” core howerg. through HWW.
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As shown above, resources are offered to diffemsptcases, i.e. users compete over
the resources — for PaaSage this means that therces are not by default “available
on demand”. Instead, the requests will be queuimaile® to EGI [21], available HPC
resources of HLRS can be requested through diffeteemnels depending on country
of origin. The goal of HLRS is to allow easier agsdo resources, both in terms of
usability and administrative overhead as well afieberesource utilisation and
distribution of load across PRACE. One of our otiyas in PaaSage, the detailed
description of which could be found in next secti@ to connect multiple HPC
systems via cloud for the parallel execution ofapagter sweep simulations, which
helps to achieve the desired higher resource atiitin level as well as better resource
usability, and further reduce the administrativeertnead for simulation users by
providing “Simulation as a Service” in cloud.

6.1.2 Automotive Simulation Center Stuttgart (ASCS)

The ASCS fosters application-oriented researcherfield of automotive engineering
by the use of information and communication tecbgis. It also promotes and
accelerates the transfer of the latest results cafnsific research on numerical
simulation. The goal of the ASCS is to provide isitly with HPC simulation
methods which satisfy high scientific standards afsb fulfil ambitious industrial
demands. For this purpose and to develop new gieatdor the reduction of GO
emissions, the association conducts self-sele@search and development projects
and contract research. In the context of fundegept® it is possible to apply to the
steering committee of the HLRS for the free usaddfitional HPC-resources.

The ASCS activities include:

» Conception and implementation of research projémtshe development of
process-oriented models and numerical simulatiothoas for the solution of
interdisciplinary technical issues, especially hey place high demands on
computing power.

e Conflation of forces engaged in research with imadais practice for the
purpose of reciprocal exchange on current issues, dissemination of
scientific results relating to modelling and sinmida, to be used in practical
applications including the method-oriented suppbrisers.

* Advancement of research in the field of high-perfance computing and its
applications as well as the dissemination of rela@entific results.

* Assumption of the automobile-related functions lué generated projects in
the fields of simulation, verification and validati, therefore ensuring the
industrial implementation of the developed simwiatmethods by the ASCS
as research facility with its bundled know-how ded from members of
industry and science as well as its own employees.

The ASCS creates for its members new opportuntbesnprove CAE simulation

methods, e.g. for the optimization of g@missions or the reduction of fuel
consumption or noise, for future vehicle concegmspecially if they place high
demands on computing power. The objective is tacedhe time intervals between
the definition of specifications and industrial &pgtion by combining the expertise
from science and industry. Since development timectly relates to costs it is the
goal of every car manufacturer to increase timeieficy. The next sections will

D6.1.1 — Initial Requirements Page 40 of 75



describe how PaaSage could help within the virtaaldevelopment process. This is
illustrated exemplarily on the basis of the devatept of a side mirror.

6.2 Objectives

High performance computing plays an incomparable o industrial areas and
academic researches, particularly for compute givenapplications. As described
above, as one of the three largest HPC centreserm&y, HLRS is offering HPC

resources as well as consultation for developmé&and conversion into large-scale
applications to industrial and mainly academic sisér particular, one of the major
research fields of HLRS is computationally inteesscience that is carried out in
HPC environments (eScience) including molecular atiyies simulation and

biomechanical simulation e.g. blood flow, bones bode-implant-systems. HLRS is
particularly pushing the aspect of convergence éetwhigh-end and low-end
programming, to enable common developers to expli resource infrastructures
that scale both vertically (HPC) and horizontallsto(d). Furthermore HLRS is

cooperating with ASCS to perform scientific reséant numerical simulation in the
field of automotive engineering.

However scientific computing requires an ever-iasieg number of heterogeneous
resources to deliver results for growing problegesiin a reasonable timeframe and
with the current business procedure of HPC, itifécdlt for users to access and
manage the execution of such applications, in @der applications that involve
parameter sweeps, as elaborated in detail in @etios. With the recent cloud hype,
there has been a growing interest from the eSciandeHPC community to exploit
cloud infrastructure, as they seem to offer just tapabilities required by the
researchers because of its well-known advantages:

Strong computing resources (Scalability)

“on-demand resources” (Elasticity)

High availability

High reliability,

Large data scope

Reduced capital expenditure (cheap).

A Iot of research has been done in order to ingasti the requirements
[3][5][6][71[8][9][12][13] as well as the performare and cost of porting eScientific
and HPC applications to different cloud infrasturet[1][2][4][10][11]. The studies
have shown that current cloud computing services iasufficient for large scale
scientific computing, the performance gap is se&ronly in the MPI performance of
distributed-memory parallel programs but also ie #§inglecomputenode OpenMP
performance for shared-memory parallel programlaud. However, cloud still
appeals to the scientists that need resources imteBd and temporarily [1].
Scientific applications with minimal communicatiamd I/O are also best suited for
clouds. Thus, the HPC community would benefit mofthm a combination of the
strength of the two environments.

ok wNE
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Figure 6-1: Envisioned Execution of large-scale efentific Workflow across HPC and cloud.

To sum up, the main objectives, which should beieseld through the PaaSage
project for facilitating the execution of large kEcaand heterogeneous-resource
demanding simulation workflows, are listed as below

* Deploy large-scale simulation applications cross HP and cloud: Enable
execution of large-scale simulation application®as HPC and clouds with a
specific focus on molecular dynamics simulation amnputational fluid
dynamics (CFD) simulation for equation of statecakdtion. As depicted in
Figure 6-1 it will make use of the infrastructuransparent to the user by
integrating cloud and HPC environments in a unifieddel. In other words,
use features of both environments, so as to imppevermance significantly
without increasing the development effort for theemn For instance, in the
particular case of eScience applications, this megpecifically, that a
dynamic amount of parameter sweeps can be calduleter a scaling,
compute-intensive simulation. It will implicitly dyamically extend
capabilities of High Performance Computing systeitks cloud resources to:
1. Improve the execution of large-scale workflow aggiions that do not

have sufficient HPC resources available.
2. Minimize the leasing cost while maximizing the aamition to reducing
the overall workflow execution.

» Better resources utilization: Deploy different modules of the application
(e.g. execution and visualisation services) to appate resources while
taking into account different requirements, e.gpldg the most high
performance demanding parts of the applicationlosters and deploy other
parts on the cloud to take its advantages likelavidity, scalability.

* Expose the simulation application as servicesAs the Service-Oriented
Architecture (SOA) gains wide popularity, we intelodexpose the simulation
application as services in cloud that can be easitessed by researchers and
field experts, which allows for multi-tenancy anidaasharing of simulation
configurations between researchers to reproduces soteresting experiment
results. The user thereby gets relieved of the hmast to adjust the
infrastructure configuration for the specific usese, respectively vice versa
having to develop or configure it for a specififrastructure, thus avoid many
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of the obstacles that currently confound the dejiveaccessibility and
usability of traditional, non-service-oriented siation applications.

6.3 Current Status (as-is)

6.3.1 eScience

eScience research is often expressed in termggd kcale computation and/or data
intensive science over highly distributed netwankisonments. It depends heavily on
the provisioning and availability of computing resces to enable the complex
calculations that are part of the respective retefields. Due to the complexity of
these calculations, researchers typically rely toong computational infrastructures;
such as high performance compute clusters. Howavertan be noted that the
underlying algorithm “types” vary strongly, incomabing the full range from
sequential, non-scalable programs over embarrdg9agallel instances up to tightly
coupled, strongly parallel applications. In addition eScience it is often necessary to
perform parameter sweeps, which will élaborated in the selected case of eScience
applications below, over the same algorithm in ortte identify the impact of
variances, so that next to the scalability aspefctee individual application, multiple
instances will be executed typically in an embairagly parallel fashion, thus adding
to the resource hunger.

Molecular  Dynamic  (MD) or
Computational Fluid Dynamics (CFD)
simulations are highly representative
for modern eScience research tasks.
This kind of calculations provides
information about how a given
substance behaves under a given set of
physical conditions, e.g. to predict
material behaviour for industrial
purposes. For example in MD, to
create a meaningful chart (cf. image
left) of the substance behaviour within
this set of conditions, the same
calculations have to be executed
multiple times by sweeping the
parameter values through the parameter range bf @aendary condition. There are
different mathematical representations for the bigha of gas and liquid, depending
on the accuracy requirements of the study. Thecimlm thereby consists in
calculating the interactions between atoms or nuddscwithin a given volume. The
process contains usually several iterations of @@t e.g. first iteration for
performing coarse granular simulation over selegieshts in the parameter space,
second iteration for performing fine granular siatidns around the point that
showed remarkable phenomenon in first iteratiomutations in different granularity
have also different requirements on capabilityssource.

Pressure / MPa

Such eScience applications/simulations therebybéxiwvo major features that can be
exploited for their development and execution, tlee usage scenario typically
involves horizontal and vertical scale, and theyemf consist of recurring

logical/algorithmic elements. The horizontal scedéers to the amount of instances
that are relatively low performing and connecteatigh slow network to satisfy e.g.
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changing amount of requests, whereas the vertozddisility refers to the size of the
instances themselves and thus implicit to the armofimesources (CPU, memory,
interconnect) required in order to address the deled quality criteria. With the

latter respect, there are typical base algorithnaklibraries that are frequently used in
different contexts with varying datasets — eScignfrastructures typically offer these
base environments, whilst most cloud providers et fgil to incorporate these
elements into their platform. This equally includagher-level simulators, such as
OpenFoam, as well as basic mathematical librasash as the AMD Core Math

Library.

Furthermore, in the eScience research, and incpéatithe domains promoted here,
make strong reuse of existing applications and modules which expose essential
features of the respective application, e.g. byipling mathematical functions and /
or visualisation capabilities and similar. Scietstisan easily use this approach to
define their own, use-case specific adaptationthefoverall application execution,
e.g. by loading different data, plugging in addib analysis algorithms, using
alternative visualizers etc. Most of these moduteplicitly specify the resource
capability requirements, e.g. mathematical libaireeScience applications typically
have high computational demands and the type riimplies its scalability scope,
respectively restrictions.

Due to the involvement of a number and varietyrd@lgsis tools and the strong reuse
of existing applications in the scientific problesulving, scientific workflows have
become fundamental to e-Research and during thdgagyears a considerable body
of work has been done on the use of workflow systdm conduct scientific
applications. Scientists can use workflows to gastipress multi-step computational
tasks by combining various services, applicatiand modules. As scientific data sets
are consumed and generated by the pre- and pastgsars and simulation programs,
a scientific workflow describes such dependencied the relation between data,
input parameter set and processing steps whichbeaeverything from short serial
tasks to very large parallel tasks (MPI for exampl&rounded by a large number of
small, serial tasks used for pre- and post-proogssiFrom such workflow
descriptions along with the knowledge about thecifippeuse case and modules
forming the application, the scalability capabé#i and hence the requirements
towards the code can be derived.

Currently if a user wants to execute a parameteepwvorkflow for MD simulation,
solving the according set of equations is alreadypmpute intensive task that will
take for example around 20 hours on 4 HPC nodes3R cores) for a single set of
parameters. In order to acquire enough data torgenghe full information set as
needed for the accurate prediction purposes giklercondition range, between 100
and 1000 of such individual calculations are needdds means that with limited
resource availability (a single small-scale HPC Immae), the straightforward
calculation would take up to 20,000 hours (roughl®s years). Employing multiple
small-scale machines and increasing the scalerowez nodes can drastically reduce
the whole time consumption. But even by increasireg scalability to say 20 nodes
(160 cores) and employing multiple machines, adangmber of machines are needed
to be reserved in order to drastically reduce thexall execution time.
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Given current conditions, it is already difficulbrfa user to specify the concrete
requirements and provide a suitable configuratarmhis HPC application. Indeed, to
configure the according computing resource triggeasny characteristics need to be
defined, such as how many cores are actually nedwsd much memory is required
for computation, how should the machines be coniduexpected execution time
and so on. There is no general strategy to askessonfiguration, as it depends on
the specific requirements of the according appboaand even data. Overestimating
the needs will occupy unnecessary computing ressutttus leading to unnecessary
cost; whereas underestimation will lead to unneugsslelays and even loss of
results. The second problem is that (a) if a usamtgvto rent dedicated resources, a
large number of machines need to be reserved ir todeduce the overall execution
time, this would require that at any time a certaimimber of machines are available
for usage — with classical setups, this would mtewt the machines have to be
reserved in advance and the number of nodes id.fi&s is not only costly, but also
very inflexible, leading to bad resource load. [b}he application is deployed on
public accessible HPC, the jobs have to be put jobaqueue. In this case, users
compete for the resources and have to wait for rteicetime before their application
can be executed.

6.3.2 Automotive Industry

Nowadays, cloud computing is a much discussed td@a@ny companies start to
integrate the corresponding concepts into theistfategies - but not at any price. A
generally valid definition is currently not availabThis shows that this topic leaves
much room for interpretation. Cloud computing exidiut didn’t really arrive in the

companies. Nevertheless, in the next years cloudpating will have a lasting

influence on the company's work — also the autoreotndustry. Public clouds,

however, are unlikely to be of long-term interestdar manufacturers. Many security
and risk issues are currently unresolved in extedw@ud models. The situation

appears different for private clouds and tailor-mamblutions for the automotive
industry.

Which are the key drivers for cloud computing? Thigestion is answered very
differently, depending on which area or personsised. But the cost aspect seems to
be one of the most important drivers. Modern I'vees need to meet the demands of
car manufacturers (OEMs) and suppliers. The behesitin a flexible scalability and

a better interception of peak loads. Regardingapglication-specific services the
current focus mainly lies on Infrastructure as avise (laaS) — and especially on the
intensive use of cloud storage services. This saly followed by business
applications. Also modern means of communicationhsas video conferencing,
document sharing and social media are in the fa¥dahe users. Unfortunately, the
usability is strongly limited through the complexrastructure of the OEMSs.

A successful use case of cloud computing is cugrent the areas of sales and
marketing. However, opportunities for cloud compgtcould be leveraged by new e-
mobility concepts, such as car2go — a car sharmegram, orcar2gether— a ride

sharing platform. System services are working togetvith car manufacturers and
other suppliers in order to develop standards awvd applications for the connected
car of the future. They work together in buildingesponsible e-mobility market
place, at which the suppliers of such services @ngrgy suppliers or fleet operators)
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can place and market their offers via cloud comnmgutiVehicle owners can obtain
these services then through the marketplace.

Even for small and medium-sized enterprises (SMt®g),readiness of the users for
the “experiment” cloud seems to be limited becanfsa high trust in in-house data
storage. An interesting question is how SMEs areeatly using the cloud and what
they want to use soon. In fact, at the moment tli&Sonly make little use of the

cloud services - practically only e-mail servicesl aveb hosting.

The research and development (R&D) departmenthieofGQEMs are reserved, too,
because they are dealing with a variety of seresitiata. And this is especially the
case in the area of "virtual engineering”, i.e. design and functional design of the
vehicles in the early development phases (concepteaign). Generally, the
traditional vehicle development using real protetygan be subdivided into 4 stages
(see also Figure 6-2 for a crash testing exam@elircing & assembly, set-up,
execution, and analysis. The transition from haréweased to the virtual
development requires a consequent and continuansfar of all 4 stages from the
road to the test bench and finally to the computer.

Sourcingahssombly Jf Setup | m -mm

Figure 6-2: Real versus virtual crash testing (soure: Durheimer, Porsche AG, 2008).

In the automotive industry, a remarkable shift fratesign processes based on
physical prototypes to a computationally aided ttgwment process based on virtual
prototypes is recognizable for the last couple e&rg. Especially in the concept
phase, the most concept relevant decisions are oratlee basis of simulation results.
In the "Computer Aided Engineering - CAE" in therlgadevelopment phase,
simulations for the fluid dynamical (Computatiorfdluid Dynamics - CFD) and
structural mechanical (Computational Structural Neucs - CSM) design of the
vehicles are carried out intensively. For the fior@l layout of the vehicle structure
with respect to passive safety, usually more tha@04ull vehicle crash simulations
are carried out compared to about 150 real hardweash tests. To optimize the
pedestrian protection, even more than 12000 simaktan be necessary.

The typical workflow for the virtual car developntgrocess is illustrated in Figure
6-3. Starting with the preparation of CAD modelgerything needs to be transferred
into meshed models and set up with the respectatennal, boundary and other solver
specific information. As soon as the pre-procespimase is completed, the simulation
starts. In contrast to simulation tasks like ea. performance, fuel consumption,
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control strategies, or global heat balance of ackehCFD as well as CSM can't be
performed on simple workstations but need to baethiout at supercomputers. Very
large CAE models and simulation results must bestratted (data volumes in the
range of Gigabyte) and therefore very powerful meks are required. Besides a very
fast network between the used processors (e.quibhafid), the performance of the
processors among themselves has to be compardabéwse the slow processors
impede the fast ones. The memory requirementsuchn €£€AE simulations are also
extremely high (ca. 24 — 36 Gigabyte/processor) amedcurrently not met by many
systems.

On top of that, on the used cloud systems the J8A&E software and the same
release version of the software must be implemenié@ simulation results are
subjected to unavoidable variations when they afopmed on different hardware
platforms.

CAD

Geometry W

simulation expert| 2-3 / 5-20)
test engineer (5)
designengineer ( 1-3 fupto 50 )
- package (1-2)
o s’_‘u-c‘['M' project manager {1-2)

"
8 2%
= X%

Pre- | FE Model Build Up
Processing neutral format | (eg ANSA)
(e.2. IGES, STEP)

CrashSolver feg. 5oWNAl | ’
| Stiffness/Strength (eg peRMas) | S

CFD (e, STAR-CCMS).

Simulation

15 (= 20) virtual models

Post-
Processing

either or

Optimization

sizingoptimization (e g. wall thickness, materials)

1st Model
Build Up

e s ‘ i

Figure 6-3: Workflow for the virtual car development process.

Finally the simulation results are analyzed anduatad. Visualization tools are used
to discuss the output amongst several institutidhss simulation experts sit together
with test and design engineers and people fromptmkage or management. All
together the consortium can consist of 10-100 g@pents, strongly depending on
whether just a part or even the full vehicle isdbgect of investigation. Together they
decide on possible or necessary changes with rdgaedg. design, wall thickness,
materials, package or cost aspects etc. Afterwandsher iteration starts, beginning
either with changes in the pre-processing phaseven with a modification of the

CAD model data.

Another advantage of the virtual vehicle developmessides the cost aspect is a
reduction of precious development time. Whereasfitisé loop of pre-processing,
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simulation and post-processing normally takes apleowf weeks, the following
iterations or optimizations can be realized withifew days (see Figure 6-3).

An exemplary use case is the development of a mdmr The current mlrror
development process combines bo '
experimental techniques and simulatic
methods. Various areas of development {
involved, such as styling, engineerin
testing, simulation and approval. Basicall
the three criteria #1 styling, #2 field of vieng®,
and #3 flow behaviour (including impact o#

fuel consumption and noise emission) ne
to be taken into account.

The process is as follows. In the ean#s®
concept phase, several styling designs (5-10) re@&ted, either as plasticine models
or virtually. In the very first step of deciding etner a mirror design “stays in the
race” or not, corporate philosophy plays a muchemomortant role than the field of
view or flow conditions surrounding the mirror. @rthe approved design proposals
pass through the next stages, namely the fieldev? end flow analyses. The field of
view can be verified with a relatively simple preseOn the one hand, various mirror
geometries are physically attached to the vehioke then analyzed and evaluated
stationary and during driving. Obviously this ismé-consuming and costly. On the
other hand, OEMs more and more make use of modeiumal methods. Diverse
virtual mirror geometries are instantaneously ithestiaon a virtual driver's seat to
perform studies of the content in the mirror andleate the visibility. Again some of
the mirror designs might be discarded while theerthundergo the most
expensive/complex part of the development prodeesCFD analysis. The traditional
way is to perform wind tunnel experiments whichuieg the use of full vehicles.
Faster, cheaper and much more flexible is againvitteal counterpart, i.e. flow
simulations on HPC machines. The investigated midesigns are calculated,
evaluated, compared to each other or wind tunsellte and optimized from the flow
and pollution point of view. The whole design pregés iterative, and most often the
best compromise between styling and functionality.

To summarize, the current side mirror developmeatgss includes experimental as
well as virtual methods and still a lot of manuairiwregarding the simulations and
evaluations of results which could be automatettiénfuture.

6.3.3 Summary

As shown above, in both eScience and automotivestng cases a large number of
simulations need to be carried out, output needietaisualized and several iterations
of execution with changing parameters and boundamditions are required. In
summary, the classical issues in high performanogpciting scenarios we are facing
are:
1) Simulation applications like parameter sweep reguscalability in both
horizontal and vertical direction, i.e. with resp&x number of instances and
their performance.
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2) The number of instances is not necessarily fixedha scale may depend on
previous results, thus the fixed reservation maefeHPC providers is too

costly for eScience.

3) HPC resources are typically not available “on dediianin combination with
the reservation issue, it is difficult to “probeidividual parameters before
selecting the full set.

4) Existing cloud infrastructures are not adjustedthe specific needs of
simulation applications, i.e. they don't offer thght functionalities, and they
cannot support the vertical scale with the necggsarformance.

5) Currently, the application needs to be carefullyusigtd to individual HPC
destination platforms in order to ensure perforneanc

6.4 Target Picture (to-be)

As shown in the previous sections, the numericabfation is main research topic for
both, HLRS (eScience community) and ASCS (autoreotindustry), and we are
facing same issues when executing multiple simaratiin parallel with changing
boundary conditions. On one hand, the existing @nd HPC infrastructures are way
too difficult to handle and cannot address the edigtable dynamic resource need for
such kind of applications, which put forward reguwents towards both high
performance and cloud capabilities for dynamic miowning of huge amount of
heterogeneous resources. Therefore to execute sohation applications across

Public Cloud for eSciene/
Private cloud for industry

HPC and clouds is a means to overcome these cdhgsaoes.

| Anal\fL}“-
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Figure 6-4: Architecture of target application acress HPC and cloud.
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In order to enable the execution of such simula#ipplications on various resource
environments, PaaSage has to be able to suppokfleweiike applications such as
depicted in Figure 6-4. An approach may involveftil®wing main modules:

Workflow engine that is responsible for the configuration, instnn, execution,
monitor and control of distributed tasks acrossudland HPC. This includes the
necessary access rights, data conversion, scadimgviour, implicit adaptation to the
infrastructure and identification of appropriatestdbuted resources. A prototype of
the workflow engine is already available which mpiemented in C# by using
Microsoft .NET technologies, such as WF [14] and RV[A5]. In this approach a
combination of Job Submission Description Langugd&DL) and Windows
Workflow Foundation are used to describe a scienwbrkflow. Both of them are in
extensible XML format. The JSDL [16] is specifieg the Global Grid Forum for
describing all the information needed to run ancet@ble on compute resources
including requirements on hardware and softwangedsas the data dependencies.

Visualization web application is responsible for visualising the complex three-
dimensional structure of the datasets in real-tih@nables users to analyse their
datasets intuitively in a fully immersive environmiethrough state of the art
visualization techniques including Volume renderamgl fast sphere rendering. It is a
module developed by HLRS within the COVISE projdat].

Pre-processing modulés responsible for preparing the input data togettiéh the
corresponding values for the initial and boundargditions. The required data must
meet precise requirements that strongly depenti@odnsidered numerical method.

MD/CFD instancesare quite compute and communication intensive aadusually
running on MPI and OpenMP. The instantiation of ¢me simulations are dynamic
during the execution of the workflow and the numbkmstances is depends on the
application configuration and output of individyeeirameters probe.

Post-processing modulas responsible for analysing and preparing the wutiata
for visualisation to end-user. It also allows dymanmupdate of simulation
configurations like boundary conditions to run savéerations before desired result
is found.

Centralized data storageis mainly used to access persistent input/outpes ff the
applications. The final result of entire parametereeps will be aggregated on the
centralized storage.

This architecture obviously has to be mapped tdo#se PaaSage structure. Since the
users interact directly with the system throughititerfaces of the workflow engine
and/or the visualization service, they need to bplayed in a public, or at least
shared cloud environment for eScience users ardprvate cloud environment for
industry users so that the users can access tHeaijgm from anywhere and at
anytime. Taking advantages of the cloud could assure the availability and
scalability of these modules. The simulation agtlans might involve different user
groups e.g. a university, an institute or a car uf@cturer. In order to realize multi-
tenancy for serving those multiple user groupsaies), separate software instances
have to be set up. In addition, real-time requinetmevill necessitate low response
time of the according services.
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Due to the performance issues mentioned beforeMIDACFD simulation modules
have to be deployed to HPC or private cloud thaviples compatible performance.
The simulation modules will be instantiated at time and the application code
together with input data are to be staged in tocalled compute resources. It has to be
noted that, as shown in Figure 6-4, the simulathmdule itself is a sub-workflow and
contains different computation steps that can beghty categorized into three
groups: pre-processing, simulation and post-pracgs3hese steps can be similarly
treated as individual logical blocks or moduleswirtdividual scaling behaviour. Our
long-term goal is to execute the simulation modal® across HPC and cloud, for
example the embarrassingly parallel workload iudland MPI, OpenMP workloads
on HPC, but in PaaSage, the simulation applicatiwitsbe handled as a single
module and will be deployed on our HPC.

The pre- and post-processing modules could be geglto HPC or cloud depends on
case, i.e. the requirements of concrete tools/dghgns on capability of the resources.
Different instances of pre- or post-processing wdifferent configurations are
required for different number of simulations. The&hould also scale out/in together
with the simulation modules to ensure the perfortean

Regarding the data storage service, strong consiskeud storage is required due to
the parallel read/write and there is large-voluna¢adtransfer (up to several GBs
depending on problem size) between the cloud stoaag other modules. Depending
on the specific case, the results may be sharekicjyylin which case the data storage
service may be hosted in a public cloud; howevetustrial use cases will insist on
private deployment and maximum security.

Usage scenario for eScience and Automotive | ndustry

As mentioned before, to perform a parameter swééfotecular Dynamic (MD) or a
side mirror development by using CFD:

» Users configure the workflow (number of MD/CFD imstes resp. number of
approved mirror designs, parameters for each instatata sources, etc.) and
start it by using the workflow engine.

* The tasks within the workflow (simulation instancemre dispatched on
various resources through the Internet.

* Input data is pre-processed and is staged in fremiralized storage to
instances.

» Simulation instances are executed simultaneously.

* The intermediate output data of each simulatiod & analysed by post-
processing; if certain boundary conditions are ilfalf/violated (e.g.
interesting behaviour of molecules is identifiedpeundersized field of view
or too strong pollution), the post-processing meduill inform the workflow
engine to interrupt this simulation or other rurgnsimulations and restart the
workflow with new configurations (e.g. fine granulsimulation around the
identified point in the parameter space resp. ottemigns allowing a larger
field of view or reduced pollution).

* Final output data is written back to the centralizorage and individual
results are combined to form the final results.
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* The final results are visualized — ideally in réale and to multiple users
(collaborators) all over the world.

» If aredesign of the simulated model is requiredew workflow with adapted
configuration parameters will have to be execulidte users are also able to
change the configurations or boundary conditionsatime i.e. stop the long
running simulation and restart it with new configtions automatically to save
time and money.

6.5 Walkthrough PaaSage Workflow

Step 0: Offline analysis of codes

As shown in Figure 2-1, the applications will beqanalyzed by using the PaaSage
speculative profiler and stochastic reasoned. Tfime analysis will actually take
place on basis of a modular application descriptiasimilar to the UML diagram.
The key point of the analysis consists in checkimg dependencies between the
modules and in particular between the (non-) fumeti properties provided per task,
respectively on overarching application level. Tamalysis will use the metadata
monitoring profiles to support decomposition of freperties. In Figure 6-4 we have
already shown the main modules and their relatipnghe specific non-functional
and functional properties of each main module isted as below:

* Workflow Engine
o Public cloud for eScience users / private cloudridustry users
0 Separate application instance for each user group
o Relatively few shared users of each instance
o]

User number of each user group: 1-10 in eSciense, cE0-100 in
industry case

High availability
o Small data transfer between workflow engine anewothodules, only
control messages, events (KB)
* Visualization Web App
o Public cloud for eScience users / private cloudridustry users
0 Separate application instance for each user group

0 Real time visualization, where response time <=s@édond: Threshold
limit where users feel that they are directly mahating objects in the
GUI.

o0 Relatively few shared users of each instance

0 User number of each user group: 1-10 in eSciense, cE)-100 in
industry case

o High availability

0 Medium amount of data (MB) transfer from/to datrage
* Pre-Processing

o HPC or cloud depends on case

o Public execution for eScience/ private executianridustry

(@)
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« MD/CFD
o HPC because of performance issue
Same hardware platforms are required for indusisgc
Public execution for eScience / private executmmiridustry
CPU and data intensive
Execution time: from hours to days
o0 Large amount (GB to TB) of data transfer from/ttedstorage
* Post-Processing
o HPC or cloud depends on case
o Public execution for eScience / private executmmiridustry
* Data Storage
o Public cloud for eScience users / private cloudridustry users
Data could be shared between eScience users
Data volume: GB to TB, depending on case
Location: close to visualization web app due td tie@e visualization
High availability, disaster recovery (replicationnaore locations)

o O O O

o O O O

Step 1: Check the Metadata Database

As shown in Figure 2-1, the metadata is used bys&ge platform for preparing the
deployment and execution of the application. Te thnd, it actually performs the
following tasks: (1) provide decomposition informaat for step 0, which in turn helps
(2) structuring the deployment; and (3) check faaikbility and match of providers.

Severakpecific deployment requirements are listed below:

* Existing prototype of Workflow Engine requires .NETWindows
environment; it is a set of WCF services.

* Visualization GUI is platform independent: HTML, A4, QT.

* Communication between the Workflow Engine and MDOZCgimulation via
SSH, SFTP, SCP.

* MD/CFD requires HPC (MPI, OpenMP).
» Different latencies requirement for different maslul

» Different security (public / private) requiremenisr different user group
(eScience, Industry).

+ Different sizes of data at different locations.

Step 2: Prepare Deployment

Just prior to deployment, the knowledge of stem@ step 1 is applied to determine
the way of running the application. This impliep@sts such as which task runs best
where, which ones should be co-located etc., bst, aind most importantly, it
generates the behavioural instructions for the @@t wrapper.

» Appropriate public, private or Hybrid cloud platfershould be identified for
each Module.

» Select appropriate VM instance size.
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* Which modules should be co-located or distributedifferent VM.

* Which modules should be scaled, how much and wbeansure the e.g.
availability, response time requirements.

Step 3: Deployment and Execution of Scenario

During this step, the code is actively deployed execution triggered. As depicted in
Figure 2-1, during execution, the performance/bghav and environmental
conditions are monitored, analyzed and, if necgssadaptation steps are taken
through the wrapper.

* Possible adaptations

o MD/CFD is long running jobs within workflow, newstances if fault
occurs.

o (optional: public HPC or cloud will be used if tkeare no more
resources available on private HPC/Cloud)

o0 Relocation of in particular data and visualisats@mvices according to
user location and/or network experience
» Scale out/in

o The Workflow engine and visualization should scalg when the
response time to user request is bigger than grextethreshold.

o MDI/CFD scales dynamically depending on the confgon in the
eScience workflow and output at run time

o Pre- and post-processing scales together with MD/G& ensure
performance.

0 Cloud bursting (or rather: HPC bursting), if themrher of available
resources becomes insufficient

* Where do you get the information from?
o For real-time visualization: (network) responsedim
o Number of available resources in HPC: job queue

Do you foresee a point when the application mayehts be redeployed

differently?
o0 Not generally, unless the environment fails
Step 4: Monitoring and Completion of Execution, Clge-Out Reporting

All monitoring data (cf. step 3) is gathered intedctated reports that will help
improving steps 0-2. In a first approach, as muatadis possible is gathered and
correlated (such as use case, deployment and aotwdrmance) to build up a
knowledge base.

The possible Monitoring data most relevant to eScience apphcatare listed as
below:

Monetary cost, availability, response time

Application performance (e.g., FLOPS, tasks/sec/3d81/0O rates)
Data transfers rate between cloud storage and HPC

Execution time / computation speed, T(W,P), wherdaNotes
workload, and P denotes the number of processstarioes

0 Speedup (optional)

o O O o
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7 Generic Requirements on the PaaSage platform

This section presents requirements on the PaaStg&rm that have been

generalized from the case study descriptions ptedean previous sections. This set
of common requirements has been structured in otdedrive the design and

development process of the PaaSage platform. Thosemon requirements are
maintained in a requirements model from requires@aicuments can be extracted.
In this section we give the current state of thakathat will be further consolidated

during project year 1 as described in the lasi@edi this report.

This section gives two different views on the regments:

A hierarchical decomposition of high level objeesv into detailed
requirements

 An assignment of requirements to PaaSage compgnergs profiler or
stochastic reasoned.

The requirements were generalised from the caskestin the following way:

Case study Requirements

Industrial Sector R-11, R-13, R-15, R-3, R-19, R-22, R-25, R-23, RR12, R-27,
Case - Flight R-5, R-4, R-6, R-33, R-34, R-56, R-57, R-61, R-B260, R-58,
Scheduling R-36, R-39,

Industrial Sector R-2
Case —
Industrial ERP

Public sector +R-5, R-17, R-16, R-24, R-18, R-19, R-20, R-21, RR&®9, R-2,
electronic portal R-30, R-31, R-57, R-59, R-36, R-40, R-47,
for citizen-city

eScience sectarR-1, R-2, R-3, R-4, R-6, R-7, R-8, R-9, R-10, R-R214, R-24,
- resource R-28, R-29, R-24, R-2, R-30, R-32, R-52, R-53, R&&5, R-59,
intensive R-60, R-35, R-38, R-37, R-40, R-41, R-48, R-42,RR-43, R-
simulations 45, R-46

Figure 5 Coverage of case studies

7.1 General Requirements

This section aims at inventorying the user requéets by starting from the most
strategic goals towards technical requirements etkéd achieve them. Each section
is structured as follows: there is first an introguy text presenting the section
content and commenting the diagram which followse Dnly diagrams shown are
goal diagrams that show how a higher level objectiy decomposed into sub-
objectives e.g. in section 7.1.1, and respongiliiagrams that show the
requirements that a component is responsible fgrjresection 7.2.1
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7.1.1 CrossCloudDeploymentsGuidance

Cross Cloud Deployments Guidance

Deployment Analyzed
D Deployment And Environment Defin
see ed
& see
(Goal) Deployment Analyzed -
E/ (diagram) I @ (Goal) Deployment Defined

CrossCloudDeploymentsGuidance

Cross Cloud Deployment Lifecycle /

hanaged

@ (Goal)
Cross Cloud Deployment Lifecycle

The overall objective of the PaaSage platform iprovide guidance in managing

cross cloud deployments. To achieve this genefjaktbe:

» Deployments must be analysed in order to help thream analyst select the

deployment that best meets his requiremdd¢giloymentAnalyzedpage 58)

* The deployment and the requirements in the targptogment environment
must be defineddeploymentAndEnvironmentDefindgage 59)

* The cross cloud deployment that is selected byhtlmean analyst must be
managed by the PaaSage platform throughout theoylepht life cycle:

CrossCloudDeploymentLifecycleManag@mage 64)

7.1.2 DeploymentAnalyzed

In order to help the human analyst to define higlaenent, the PaaSage platform
should analyze the application to be deployed andyce a deployment description.

To achieve this the following requirements musséatsfied:

Requirement

Agent

Page

R-1  NonFunctionalCriteriaAnalysed
The nonfunctional criteria must be analysed for each medilthe
software architecture

SpeculativeProfile

R-2  ParallelisationCodeAnalysis
The platformprovides code parallelisation based on an anabf
the code

SpeculativeProfile

=

R-3  ApplicationDependenciesidentified
Analyse the dependencies using the softveachitecture
information

SpeculativeProfile

R-4 ColocationOfVMDefined
The modules that need to be loocated or distributed to differe
VM should be known.

SpeculativeProfile

=

R-5 LegacyApplicationsDeployed
Framework for modelling and analysing legacy anibud
applications in order to understandeith delivery models an
services and find integration solutions

SpeculativeProfile

=

R-6  RequiredCloudTypeKnown
The appropriate public, private or hydbtloud platform should k&

SpeculativeProfile

=
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identified for each module

R-7  ProbabilityOfGoodFuturePerformanceKnown
provides alternative execution p
based on the probability of good future performance

[l

SpeculativeProfile

=

7.1.3 DeploymentAndEnvironmentDefined

| (Goal) Overview I
T~

see
LY

Deploymert AncEnvironmentDefin
ed
/TargetDeponn1entEnvi|'onmentDe
/fined
/DeploymentDefined ]
~

see
~ B
1=l A4

=) .. (Goal)
| (Goal) DeploymertDefined | DeploymentEnvironmentDefined

DeploymentAndEnvironmentDefined

The application to be deployed on multiple cloudsstrbe completely defined. This
requires:
» Defining the deployment for the application
completely:DeploymentDefinedpage 59)
» Defining the required cloud environment in whicle tapplication must be
deployed: TargetDeploymentEnvironmentDefinéplage 63)

7.1.4 DeploymentDefined

DeploymentDefined

e W

(Goal) DEpIuymEntDthid

{diagram)

ApplicationSealabilityDefined
T

zee
L'

l(G:aI)
ApplicationScalabilityDefined

DeploymentUnitsD efined
T

see
L

(Gual}l

DeploymentUnitsDefined

DataManagementDefined
T
see

| l(GniI) |
DataManagementDefined
=
ComrunicationsChannelsDefined
/DependabllltyRequlrementsDeflne/
l(GuaI)
CommunicationsChannelskefined l(gﬂn /AccessFromMultipleDe\ricesSupp/
DependabilityRequirementsDefin orted

DeploymentDefined
To describe an application deployment completedy ftillowing objectives must be
achieved:
* The way in which the application components areeggied into deployment
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units must be definedDeploymentUnitsDefinepage 60)
* The way in which the application components comicate

and the required

communication channels must be defined:

CommunicationsChannelsDefinguage 61)

* The application requirelents in terms of dependgbmust be defined:

DependabilityRequirementsDefin¢olage 61)
 The manner in which the different deployment uratsl

communications

need to scale needs to be defingplicationScalabilityDefinedpage 62)

* The requirements on the way that data must besaedeand managed must

be describeddataManagementDefindgpage 62)

The following requirement must also be taken intccomnt when deploying

applications across different clouds:

Requirement Agent Page
R-35 AccessFromMultipleDevicesSupported
Users have different roles (maybe over time) edéht knowledge = StochasticReasoner6l

about scheduling insights (e.g. expert schedulerswpporting

staff) and also different environments where theykwA scheduler
can e.g. work in his office using a full-fledgednagr client or he/sh
can be in a meeting and needs just read-only atcélse data over

a mobile device

7.1.5 DeploymentUnitsDefined

To define a deployment completely the followinguiggments must be satisfied:
Requirement Agent Page
R-8  DeploymentLocationPreferencesSpecified
The preferences for location of deployment urgts be specified HumanAnalyst
R-9  PreferredDataPlacementLocationDefined
Different sizes of data at different locations HumanAnalyst
R-10 ApropriateVMInstanceSizeTypeKnown
The appropriate VM instance size and type mustetbected HumanAnalyst
R-11 PhysicalEnvironmentsMappedToPlatform
a platform-specific mapping is required for all ypical
environments StochasticReasoner

R-12 RequiredComponentLatenciesknown
The different latencies required for different mate$ should b
known

HumanAnalyst

R-13 TransientWorflowsSupported

This new model supports a kind of a ‘transient fowK, which
means that everything st does is persistent and available
whatever client hehe works on. When a user moves e.g. fron
desktop browser to a mobile client, $te¢ expects to see the se
data after login to the same application.

StochasticReasoner

R-14 MinCostForMaxPerformanceOfWorkflow
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Minimize the leasing cost while maximizing the trdoution to
reducing the overall workflow execution.

StochasticReasoner

R-15 AccessFromMultipleDevicesSupported

Users have different roles (maybe over time),edéht knowledg
about scheduling insights (e.g. expert schedulexs supporting
staff) and also different environments where theykwA schedule
can e.g. work in his office using a full-fledgedwsr client or heshe
can be in a meeting and needs just re@lg-access to the data o
a mobile device

StochasticReasoner

7.1.6 CommunicationsChannelsDefined
In order to define the communications channels #rat need fo

r communication

between the different deployment units, the follogviequirements must be satisfied:

Requirement

Agent

Page

R-3 InteroperabilityBetweenApplicationDefined
It should be possible to increased interoperatidtween
applications, at least for applications of the sapglication suite

HumanAnalyst

R-16 CrossCloudCommunicationSupported
Deployments (Services) must therefore be able amnaunicate
seamlessly across different cloud-based applicaition

StochasticReasoner

R-17 SeamlessMultipleCloudintegrationSupported

It should be possible for example to support ac@se where
workflow and User Interface is run in a privatewtdo but it reuse
public data/Open Datdatabases, and integrated with loc
installed archiving and accounting systems for aigipality.

StochasticReasoner

R-24 CloudServicelntegratedWithCustomerApplications

It should be possible for existing applicationshva large local
installed base to integrate these with a cloudrioifedelivering
standardized processes where the process is tha oloud, but
closely integrated with the business applicatioissalled at each
individual customer

HumanAnalyst

66

7.1.7 DependabilityRequirementsDefined

In order to describe the dependability that is nexgl for the deployment, the

following requirements must be satisfied :

Requirement

Agent

Page

R-18 CrossCloudAccessControlintegrated
Support methods to ensure access control acrtasodaces

StochasticReasoner

R-19 EndToEndSecurityGuaranteed
Security concerns must be covered at all time, ingp¥rom a
private cloud e.g. into a public cloud (even fortpaf the systemn
must be possible in a secure and reliable waynust provide

StochasticReasoner
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trustworthy services.

R-20 CrossCloudDatalntegrityAndAuthenticity
The integrity and authenticity of data should hmmnteed entb

end StochasticReasoner
R-21 EndToEndDatalntegrityGuaranteed
data integrity must be guaranteed

StochasticReasoner
R-22 ServicesAvailableGlobally
Deployed services should be available globally.

StochasticReasoner
R-25 HighAvailabilityOfServices
Access to external interfaces is a vital partsiach deployments. 66
Data can be exported and imported using a staritafdrmat and StochasticReasoner

data can be sent to other departments or to partHegh
availability is important.

R-23 OperationallntegrityGuaranteed
Data must be constantly updated but operatioriagrity must b

maintained.

StochasticReasone

2r

7.1.8 ApplicationScalabilityDefined

The way in which the different deployment units ammunication channels must

scale across the different clouds must be defined:

Requirement Agent Page
R-24 ModuleScalabilityDefined

It should be specified which modules need to sdad& much ani HumanAnalyst
when to ensure the e.g. availability and respoinse tequirements

R-25 OtherScalabilityDefined

Scalability other than elasticity must also beirted, e.g. definint HumanAnalyst
how much memory could be allocated to an applicatio

R-2 ElasticityDefined

Elasticity and scalability across datacenters,aordss business =~ HumanAnalyst
processes over the year should be specified

R-26 ApplicationLoadDefined

The expected application load for an applicatiooutd be defined HumanAnalyst
R-27 SmallAndLargeCustomersServed

Deployed systems should be available every day nigny

customers around the globe, ranging from smalatge companie StochasticReasoner
and using different business models.

7.1.9 DataManagementDefined

The deployment definition must include a descriptaf all data that needs to be
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managed by the application deployed in the cloud:

Requirement

Agent

Page

R-1 DatabaseScalabilityDefined

The sizing of the servers must be done up frodteasticity of the
database servers must be anticipated (e.g. tramsforOracle sing|
node database server into a cluster (RAC) datadmser)

D

HumanAnalyst

R-28 DataVolumeSpecified
Expected data volumes must be specified

HumanAnalyst

R-29 CrossCloudDataFlowModelled
It should be possible to model processes andldatacross clou
and local solutions

HumanAnalyst

7.1.10 TargetDeploymentEnvironmentDefined

The target cloud environment in which the applmatmust be deployed should be
defined. The description of the target environnstrduld include the following:

Requirement

Agent

Page

R-5
TestEnvironmentStrictlySeperatedFromOperationalApplication
Test systems are as close as possible to thapphtation, but still
strictly separated; just another instance in tbedt!

StochasticReasoner

R-4 TestEnvironmentsEasilySetUp

Easy setup of different test environments foregéht test scenario
(e.g. RfC tests, exploration of new business siesantegration
tests etc.)

sHumanAnalyst

R-30 HybridCloudDeploymentSupported
hybrid cloud models should be supportedhwsome services
private clouds and some services in public clouds

StochasticReasone

2r

R-31 GradualMigrationToCloudSupported
Moving to the cloud will contain trial and erroxperiences wher
applications are gradually shifted from locallytadked sofware tg
gradually more cloud based models

StochasticReasone

2r

R-6 MigrationFromTestEnvironmentSupported
Configuring and migrating an application to a n&wironment is &
long and error prone process. These migration stepds to be
executed in a test environment beforehand

|

StochasticReasone

2r

R-32 RequiredCloudForEachModuleKnown
The appropriate public, private or hybrid platforsimould be
identified for each module.

HumanAnalyst

R-33 ServerDeployedinCustomerPrivateCloud
The RDBMS and the application server(s) can beogep anc
operated in our data centre or in a customer'saatae

StochasticReasone

2r

R-34 ServerDeployedinPrivateCloud

Applications should be deployable in a privateudio
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‘ StochasticReasonQ{ar

7.1.11 CrossCloudDeploymentLifecycleManaged

Once the deployment of an application is completi#fined the PaaSage platform
should help to manage the whole deployment lifexyat the application. This

requires helping the human analyst to select a goddployment
( GoodDeploymentsPropospadge 65) and satisfying the following requirements
Requirement Agent Page
R-35 DeploymentSelected
The huma analyst must be able to select a deployment fewera HumanAnalyst
deployment scenarios and to easily understandakedffs betwee
the different deployments.
R-36 FullPortabilityMaintained
Full portability of the cross cloud deploymentssnbe guaranteed
CrossCloudDeploy
mentManager
R-37 MinCloudAdministrativeOverhead
easier access to resources that minimizes the natrative
overhead StochasticReasoner
R-38 AvailabilityOfComponentsMonitored
Availability of deployed components must be morgth
CrossCloudDeploy
mentManager
R-39 CloudNetworkOptimisationsSupported
performance depends on the network connectiontialoud. Th
new architecture should use cloud specific netvamtimizations  StochasticReasoner
R-40 ResponseTimesMonitored
The response time of deployed components mustdnéoned
CrossCloudDeploy
mentManager
R-41 RelocationBasedOnUserExperience
relocation of deployed services and data basagsenexperience Adapter
R-42 RelocationbasedonNetworkExperience
Relocation of servoces and data based on netwpdrience Adapter
R-43 AdaptationGuidedByPolicies
Adaptation, which is an automatic process, shdgdguided b
policies; for instance should we halt and migrabens VMs ta
another cloud provider, or just continue running-sptimally?
R-44 CloudBurstingSupported
Cloud bursting should be possible
CrossCloudDeploy
mentManager
R-45 DeploymentsReconfigured
During execution, there is retwne checking whether tr Adapter
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performance is as you expect (via updates to theDB) Seveal
options when SLA is violated, prioritise alternativesources.
performance drops below acceptable levels in thé SLHalt
maybe check point and reconfigure

R-46 InstancesRestarted
VM instances should be restarted when faults occur

CrossCloudDeploy
mentManager

R-47 IntegratedCrossCloudDeploymentManagement
Framework for «<SOA/Cloud» management should keeyiral on
dependencies

CrossCloudDeploy
mentManager

R-48 DeploymentReportFinalised
After execution has been completed a scenariceaiosreport or
overall performance will need to be lodged with khe-DB

CrossCloudDeploy
mentManager

7.1.12 GoodDeploymentsProposed

In order to help the human analyst to select aayepént that best meets his needs the

PaaSage platform should propose some possible yeeids

based on the

deployment definition. To achieve this objective thllowing requirements should be

met:

Requirement

Agent

Page

R-49 CloudProvidersknown

A list of available cloud providers should be kmowe manage
Types of cloud praders should be captured, e.g. Enterg
Software Bus as a service.

StochasticReasone

2r

R-50 NearOptimalDeploymentCalculated
The deployments that are calculated do not haveetoptimal, bu
should be near optimal.

StochasticReasone

2r

R-51 TargetDeploymentEnvMappedToCloudProviders

The required target environment should be mappethe targe
cloud providers. This mapping needs to be managedss the
deployment lifecycle.

StochasticReasone

2r

R-52 ReputationOfCloudProvidersTakenIintoAccount
The reputatin of available cloud providers should be managfe
should be based on past performance

StochasticReasone

2r

R-53 ImprovedDistributionOfLoad
The application load should be distributed accréiss clouc
resources.

StochasticReasoner

R-54 CostTimeTradeoffsTakenintoAccount
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Different  types of tradeoffs should be  captured:
- Capture Cost/time tradeoffs, use of private/publauds (privat¢ StochasticReasoner
may be preferred if available e.g. security may demand t
handling certain data cannot be removed from thater cloud).

R-55 PriorityOfRequestTakenIintoAccount
Take into account the urgency and priority of thguest.
StochasticReasoner

R-56 CloudEnabledDataManagement

The database technology used in a cloud envirohnmesds to be
different ore . Topics like the CAP theorem, ACID vs. BEST, StochasticReasoner
sharedaothing approach etc. needs to be addressed in
application architecture, designed for the cloud.

R-57 ExternalDataAccessible
It should be possible to easily access othesyftems within
company and outside of the company StochasticReasoner

R-58 TimeZonesSupported

Time zones should be taken into account when damowan
application in multiple clouds, especially when #pplication mus StochasticReasoner
be accessible globally from anywhere in the world.

R-59 CloudServicelntegratedWithCustomerApplications
It should be possible for existing applicationshwvé large loce HumanAnalyst
installed base to integrate these with a cloudrioffe delivering
standardized processes where pinecess is run in the cloud, t
closely integrated with the business applicatiomstalled at eac
individual customer

R-2 ElasticityDefined
Elasticity and scalability across datacenters,ardss business =~ HumanAnalyst
processes over the year should be specified

R-60 HighAvailabilityOfServices

Access to external interfaces is a vital partdoch deployment
Data can be exported and imported using a stdrfilarformat anc StochasticReasoner
data can be sent to other departments or to partndigh
availability is important.

R-61 PayPerUseAccountingModel

A pay-per-use model must be usefeveral models should
investigated such as pay per use, pay as save, pay one tinm StochasticReasoner
access fee, or a mix of other models. The issuaggfegation o
payment model must be addressed when several previdre
involved.

R-62 CostFunctionKnown

The cost function of a cloud deployment shouldkhewn b the
customers so that they can estimate costs basetifferent loac StochasticReasoner
scenario.
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7.2 Component Responsibilities

This section of the SRS lists again all the requeets stated in the first part of the
document. They are classified this time accordmghe agents who are responsible
for them. The system agents are first listed, thenenvironment agents, and finally,
if needed, the undefined category agents. Eachregnent stated is associated with a
page number referring to the first part of this wlnent where this requirement
appears for the first time. Additionally, this seat can also contain conceptual
descriptions regarding the application domain erdistem.

7.2.1 Adapter

/ DeploymentsReconfigured

/ RelocationBasedOnUserExperie RelocationbasedonMetworkExperi
nce ence

List of Responsibilities :

Requirement Page

R-61 RelocationBasedOnUserExperience
relocation of deployed services and data basagsenexperience 64

R-65 DeploymentsReconfigured
During execution, there is real-time checking leetthe performance is as you expeétt
(via updates to the MD-DB). Several options wB&r is violated, prioritise
alternative resources. If performance drops beloseptable levels in the SLA — Halt
maybe check point and reconfigure

R-62 RelocationbasedonNetworkExperience
Relocation of servoces and data based on netwpdrience 64
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7.2.2 CrossCloudDeploymentManager

/A\raiIabiIityOfComponentsl‘u‘lonitor /
ed

/FullPortabiIitvMaintained

/

IntegratedCrossCloudDeployment
Management

InstancesRestarted

CrossCloudDeploymentManager

/CIoudBu_rstinuSu_Dnorted /

/DenlovmeanenonFina_lised /

/ ResponseTimesMonitored /

List of Responsibilities :

Requirement Page
R-67 IntegratedCrossCloudDeploymentManagement

Framework for «<SOA/Cloud» management should keegral on dependencies 65
R-58 AvailabilityOfComponentsMonitored

Availability of deployed components must be morgth 64
R-60 ResponseTimesMonitored

The response time of deployed components mustdogtoned 64
R-56 FullPortabilityMaintained

Full portability of the cross cloud deploymentsshibe guaranteed 64
R-64 CloudBurstingSupported

Cloud bursting should be possible 64

R-68 DeploymentReportFinalised
After execution has been completed a scenaritogeut report on overall 65
performance will need to be lodged with the MD-DB

R-66 InstancesRestarted
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| VM instances should be restarted when faults occur \65 \

7.2.3 HumanAnalyst

DeploymentSelected ApplicationLoadDefined

e e e e InteroperabilityBetwe enfpplicatio
nbefined
Apropriate’VMInstance Size Typekn
awin

DatalfolumeSpecified

/TestEn\rironmenkEasil Setlp /

/ OtherScalabilityDefined /

CloudServicelnte grate dWith Custa
merApplications

CrossCloudDataF lowhModelled

/HequiredComponentLatenciesKn /
own
/DeploymentLocationF‘references /

Specified

‘ DatabaseScalabiliEDefined /
RequiredCloudFarEachMaodulek

nown

FreferredDataPlacementlocatio
nDefined AccessFromMultipleDevicesSupp

5= d
z ElasticiEDefined f

List of Responsibilities :

Requirement Page
R-46 ApplicationLoadDefined
The expected application load for an applicatiooutd be defined 62

R-3 InteroperabilityBetweenApplicationDefined
It should be possible to increased interoperatildtween applications, at least for
applications of the same application suite

R-49 CrossCloudDataFlowModelled
It should be possible to model processes andldataicross cloud and local solutions63

R-24 CloudServicelntegratedWithCustomerApplications
It should be possible for existing applicationshva large local installed base to 66
integrate these with a cloud offering deliveringngtardized processes where the
process is run in the cloud, but closely integratétl the business applications installed
at each individual customer

R-35 AccessFromMultipleDevicesSupported
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Users have different roles (maybe over time) gdéht knowledge about scheduling 61
insights (e.g. expert schedulers vs. supportind) stad also different environments
where they work. A scheduler can e.g. work in Hie® using a full-fledged power
client or he/she can be in a meeting and needsgadtonly access to the data over a
mobile device
R-28 DeploymentLocationPreferencesSpecified
The preferences for location of deployment uréiis be specified 60
R-45 OtherScalabilityDefined
Scalability other than elasticity must also bemed, e.g. defining how much memory62
could be allocated to an application.

R-52 RequiredCloudForEachModuleKnown
The appropriate public, private or hybrid platfoshould be identified for each modulé3
R-32 RequiredComponentLatenciesknown
The different latencies required for different mtes should be known 60
R-48 DataVolumeSpecified

Expected data volumes must be specified 63
R-4 TestEnvironmentsEasilySetUp

Easy setup of different test environments foredéht test scenarios (e.g. RfC tests,
exploration of new business scenarios, integragsts etc.)

R-29 PreferredDataPlacementLocationDefined

Different sizes of data at different locations 60
R-44 ModuleScalabilityDefined

It should be specified which modules need to s¢ade/ much and when to ensure the2
e.g. availability and response time requirements
R-30 ApropriateVMInstanceSizeTypeKnown
The appropriate VM instance size and type musebected 60
R-2 ElasticityDefined

Elasticity and scalability across datacenters,aordss business processes over the year
should be specified
R-55 DeploymentSelected
The human analyst must be able to select a degoiyfrom several deployment 64
scenarios and to easily understand the tradeofifeciea the different deployments.

R-1 DatabaseScalabilityDefined
The sizing of the servers must be done up frodtedasticity of the database servers
must be anticipated (e.g. transform an Oracle singte database server into a cluster

(RAC) database server)
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7.2.4 SpeculativeProfiler

/RequiredCIoudT peknown /

ColocationOfvMDefined

MonFunctionalCriteriafnalysed

peculativeProfier

ProbabiltyOfGoodFuturePerform
ancelnown

A ParalelisationCodeAnalysis /
/:pplicaﬁonDependenciesIden{iﬁe / /LegacyAppIicaﬁonsDeployed /

List of Responsibilities :

Requirement - Expectation Page
R-12 RequiredCloudTypeKnown

The appropriate public, private or hybrid cloudtfidrm should be identified for each 58
module

R-10 ColocationOfVMDefined

The modules that need to be co-located or digeibto different VM should be known58
R-9 ApplicationDependenciesldentified

The dependencies should be analyzed using theaeHarchitecture information 58
R-8 ParallelisationCodeAnalysis

Code parallelisation should be provided basednoanalysis of the code 58
R-13 ProbabilityOfGoodFuturePerformanceKnown

Alternative execution plans 59
should be provided based on the probability of gmbare performance

R-7 NonFunctionalCriteriaAnalysed

The non-functional criteria must be analyzed fctemodule of the software 58

architecture

R-11 LegacyApplicationsDeployed
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" A framework for modeling and analyzing legacy &ldud applications in order to
understand their delivery models and services emtifitegration solutions should be
defined.

58

7.2.5 StochasticReasoner

StochasticReasoner has more than 30 responsiiktieich could not be represented
on a single responsibility diagram and keep it addel

List of Responsibilities :

Requirement

Page

R-36 CrossCloudCommunicationSupported
Deployments (Services) must therefore be abl@tonsunicate seamlessly across
different cloud-based applications

61

R-37 SeamlessMultipleCloudintegrationSupported

It should be possible for example to support &@se where a workflow and User
Interface is run in a private cloud, but it reupablic data/Open Data-databases, and
integrated with locally installed archiving and agating systems for a municipality.

61

R-19 CostTimeTradeoffsTakenIntoAccount
Different types of tradeoffs should be captured:
- Capture Cost/time tradeoffs, use of private/publouds (private may be preferred if

the Private cloud).

65

available — e.g. security may demand that handlertpin data cannot be removed from

R-40 CrossCloudDatalntegrityAndAuthenticity

The integrity and authenticity of data should bargnteed end-to end 62
R-34 MinCostForMaxPerformanceOfWorkflow

Minimize the leasing cost while maximizing the trdsution to reducing the overall 60
workflow execution.

R-20 PriorityOfRequestTakenIntoAccount

The urgency and priority of the request shouldiden into account 66
R-51 GradualMigrationToCloudSupported

The platform should provide support for movinghe cloud because it will contain 63
trial and error experiences where applicationgyaaelually shifted from locally installed
software to gradually more cloud based models

R-35 AccessFromMultipleDevicesSupported

Users have different roles (maybe over time) gdéht knowledge about scheduling 61
insights (e.g. expert schedulers vs. supportind) stad also different environments
where they work. A scheduler can e.g. work in Hie® using a full-fledged power

client or he/she can be in a meeting and needsgadtonly access to the data over a
mobile device

R-39 CloudNetworkOptimisationsSupported

Performance depends on the network connectiortlietaloud. The new architecture 64
should use cloud specific network optimizations

R-42 ServicesAvailableGlobally

Deployed services should be available globally. 62
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R-18 ImprovedDistributionOfLoad
The application load should be distributed actbsscloud resources. 65

R-22 ExternalDataAccessible
It should be possible to easily access other $tesys within a company and outside @6
the company

R-21 CloudEnabledDataManagement
The database technology used in a cloud envirohnesds to be a differentone. 66
Topics like the CAP theorem, ACID vs. BEST, thersklanothing approach etc. needs to
be addressed in such application architecturegdedifor the cloud.

R-14 CloudProvidersknown
A list of available cloud providers should be knmole managed. Types of cloud 65
proiders should be captured, e.g. Enterprise Sodt\Bas as a service.

R-47 SmallAndLargeCustomersServed
Deployed systems should be available every dapdnyy customers around the globe§2
ranging from small to large companies and usinfgiht business models.

R-27 CostFunctionKnown
The cost function of a cloud deployment shouldkibewn to the customers so that the§6
can estimate costs based on different load scenario

R-5 TestEnvironmentStrictlySeperatedFromOperationaApplication
Test systems are as close as possible to thappktation, but still strictly separated,;
just another instance in the cloud

R-16 TargetDeploymentEnvMappedToCloudProviders
The required target environment should be mappéiaet target cloud providers. This 65
mapping needs to be managed across the deployifieeytle.

R-25 HighAvailabilityOfServices
Access to external interfaces is a vital partsioch deployments. Data can be exportegb
and imported using a standard file format and databe sent to other departments or to
partners. High availability is important.

R-57 MinCloudAdministrativeOverhead
easier access to resources that minimizes thenestmtive overhead 64

R-6 MigrationFromTestEnvironmentSupported

Configuring and migrating an application to a n&wironment is a long and error
prone process. These migration steps needs todoitexi in a test environment
beforehand

R-17 ReputationOfCloudProvidersTakenlntoAccount
The reputation of available cloud providers shdagdnanaged: it should be based or65
past performance

R-38 CrossCloudAccessControlintegrated
Support methods to ensure access control acrtssodaces 61

R-15 NearOptimalDeploymentCalculated
The deployments that are calculated do not habe taptimal, but should be near 65
optimal.

R-50 HybridCloudDeploymentSupported
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hybrid cloud models should be supported with seergices in private clouds and sord
services in public clouds

R-43 OperationallntegrityGuaranteed

Data must be constantly updated but operationedrity must be maintained. 62
R-26 PayPerUseAccountingModel

A pay-per-use model must be used. 66
R-41 EndToEndDatalntegrityGuaranteed

data integrity must be guaranteed 62

R-33 TransientWorflowsSupported
This new model supports a kind of a 'transientkffow’, which means that everything60
he/she does is persistent and available on whatéeet he/she works on. When a user
moves e.g. from the desktop browser to a mobientlihe/she expects to see the same
data after login to the same application.

R-53 ServerDeployedInCustomerPrivateCloud
The RDBMS and the application server(s) can béogeed and operated in our data 63
centre or in a customer's data centre

R-23 TimeZonesSupported

66

R-39 EndToEndSecurityGuaranteed
Security concerns must be covered at all time,ingpfrom a private cloud e.g. into a 61
public cloud (even for parts of the system) muspbssible in a secure and reliable way.
It must provide trustworthy services.

R-54 ServerDeployedInPrivateCloud
Applications should be deployable in a privateudo 63

R-31 PhysicalEnvironmentsMappedToPlatform
a platform-specific mapping is required for allypltal environments 60

These requirements models has been derived fromabes study descriptions (see
Figure 5). After the initla requirements analydiede requirements will need to be
refined further, and the coverage of the casesiegudill need to be validated to

ensure that the requirements are complete withectd$p the case studies.
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8 Outlook

This initial requirements deliverable focused oa tlescription of requirements of the
cloud deployment case studies in different appboat domains. As it is also the

result of the first months of cooperation betwelea project partners with different

expertise and backgrounds (domain experts, tedhaiqeert, scientists etc.) it was

important to achieve a common vision among theme &pproach taken was to
understand what a cloud deployment meant for tHerdnt case studies. The case
studies started from a set of concrete scenarideardifferent application domains

available within the project and defined how theyld be deployed using the high
level PaaSage framework and architecture availabteis point. This allowed us to

identify a number of requirements in each domanronfthose case study specific
requirements a first consolidation and generabsatinto a set of common

requirements was done.

Based on this the next steps of the requiremermtspeacification process will be to:

» First present the documented scenarios and theupimg on the PaaSage
workflow to the rest of the PaaSage partners. Waik will more specifically
managed in coordination with the architecture WP.

» Based on the collected feedback, both the architecnd the requirements
will be refined in each domain. In parallel, tharooon set of requirements
already produced will be further elaborated andudwented. An important
outcome that will be achieved at this step is tinther elaboration of the
CloudML deployment language.

» To support the development process in specific W4RS, the requirements
will be assigned to specific components and widlgithe specification of
those components. This will cover both functionald anon-functional
requirements.

» To support the validation and test process as asllhe demonstrators and
exploitation plan, the requirements will be formath in measurable terms,
typically by associating a satisfaction (or fitjteria to each requirement. This
will result in a validation plan that will be uséater on in WP6 to check to
what extend the resulting platforms meets its neguoents.

As the initial set of requirements presented i hocument will evolve, WP6 will
keep track of new requirements, more precise degmms, possible change in
priorities, etc. This process will be managed madly and will be reflected in the
final requirements deliverable D.6.1.2 due at ma2dh(project mid-term). At that
time requirements are expected to have stabilized.
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