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DISCLAIMER

This document contains description of the PaaSegeqt work and findings.

The authors of this document have taken any aveilaeasure in order for its content
to be accurate, consistent and lawful. Howevertheeithe project consortium as a
whole nor the individual partners that implicitlyexplicitly participated in the creation
and publication of this document hold any respahsilfor actions that might occur as
a result of using its content.

This publication has been produced with the asmstaf the European Union. The
content of this publication is the sole respongibdf the PaaSage consortium and can
in no way be taken to reflect the views of the paan Union.

The European Union is established in accordar
with the Treaty on European Union (Maastrichi
There are currently 28 Member States of the Unic
It is based on the European Communities and

member states cooperation in the fields of Commnr
Foreign and Security Policy and Justice and Hol
Affairs. The five main institutions of the Europea
Union are the European Parliament, the Council
Ministers, the European Commission, the Court u:
Justice and the Court of Auditorsgttb://europa.eu)

PaaSage is a project funded in part by the Europeson.
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Executive summary

This document extends D6.1.1 of the original Paa$agject by describing objectives,
requirements and scenarios for the extended e&ciesse study by AGH and new
financial sector by IBSAC, as introduced in theaegéd PaaSage project.

The purpose of the document is to describe howattge-size scientific workflows,
data farming experiments and financial sector appbns will fit into and benefit from
the PaaSage framework. The description assumesutinent PaaSage architecture
based on the deliverables of month 6 and 12 gbtbgct, and presents the case studies
in this context.

The large-scale scientific workflows will be based the HyperFlow workflow
execution engine developed by AGH. The planner rieodiuthe workflow system will
enable to plan workflow execution and prepare giiegtion description in CAMEL
together with elasticity rules that will be used éxiting PaaSage components. The
application-specific events generated by the rumpnworkflow will trigger these
autoscaling rules, thus enabling enforcement ofpiteisioning plan by using the
PaaSage platform.

The data farming experiments will use the Scalamassively self-scalable platform,
which supports all phases of these experimentsguke master-worker design pattern.
Scalarm will benefit from the PaaSage platform bg possibility to automatically
generate the deployment plan and scaling rulesdb@sé¢he application requirements,
as well as by using the multi-cloud infrastructure.

The financial sector application will benefit frothe multi-cloud methodology and
model-driven tools offered by PaaSage, by portimg Windows application to the
cloud while preserving key aspects that are crdoiahuditing firms, their staff and

their clients. These aspects are mainly data dgcand data confidentiality, rapid

elasticity and avoiding cloud vendor lock-in andighdata lock-in. This could be
facilitated as follows: the PaaSage Upperware shallow porting the legacy

application by defining and designing CAMEL mod#iat capture the requirements
and allow configuring the application to be portedhe full-spectrum of the Clouds,
while the ExecutionWare should provide platformefie mapping and technical

integration to the APIs of the execution infrastane of the Cloud providers; e.g.
perhaps porting application modules to a publicd|avhile porting different copies of
the data (e.g. database) on private clouds forcaddeurity.

In the document, we describe the current statiukenfise case, and then we describe
how the new applications and tools will fit intcetPaaSage architecture. Finally, we
provide a step-by-step walkthrough PaaSage plattmimg example deployments and

scaling rules.
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1 Introduction

The main goal of this document is to describe #guirements coming from the
extended PaaSage project, namely the extendedne8coase study. It follows the
structure of the D6.1.1 Deliverable that descriltieel requirements of the original
PaaSage applications. Since this document is predier the Month 12 of the project,
it reflects also the information from the Deliveled D1.6.1 (Initial Architecture

Design) and D2.1.1 (CloudML Guide and AssessmenpoRE where the main

components and languages used by PaaSage platferrdeined. Therefore, the
description of the use cases is more technical evypessible, so that it allows showing
how the extended use cases fit into the currerS&g@architecture.

The extended eScience case study provided by A@Gkdas large-scale scientific
workflows and massively-scalable data farming eixpents. We describe the
organizational background of the university andnt®lvement in the eScience related
projects, and then give overview of the solutiohattare used to support these
applications. The tools are HyperFlow workflow exton engine and Scalarm
platform for data framing experiments. We desctiosv both of them fit into the
PaaSage architecture and how they will benefit floenPaaSage platform.

The financial auditing use case captured in th@dwent involves the study and initial
requirements analysis performed by UCY and IBSA®idlly, the motivation behind
the definition and realization of this case study@escribed, followed by an overview
of the objectives of the financial use case andctireent status of the desktop-based
application that is platform-dependent (i.e. Windpwand thus this poses limitations in
terms of the functionality but also due to the fit it can only be used within the
context of the auditing company. Finally, we ddserihe envisioned use of PaaSage
technologies to port this application to the fydestrum of the Clouds thus providing
added functionality and avoiding in-house, platf@pecific deployment limitations.

2 Use Case Structure

In this document we follow the same structure as case descriptions in D6.1.1
deliverable.

2.1 Organisation behind the Case.

This section describes the organization of the @mgppresenting the case. The
description relates to the general organizatiorcriesd in the overview report. How
are the roles realized in your organization? Wlaeeeorganizational boundaries? What
is the competence or responsibility of the actorseal life? Are there other processes
in your organization that overlap or interact witle PaaSage workflow etc.

2.2 Objectives

What is your company doing in general; describecthsses of products or processes
which can be improved by using cloud computing eme&yal and especially by using
the PaaSage method.
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2.3 Current Status (as-is)
Give a description of the current status of thedeld case.

2.4 Target Picture (to-be)

Describe the improvement which should be reachagsing cloud computing together
with the PaaSage method.

2.5 Walkthrough PaaSage Workflow.

In this section a case-specific walk through theegal PaaSage workflow is described.
Are there any specific requirements and constramtise context of individual steps?

Do you use specific tools or technologies? Whidpstare the most important or
critical ones? How could the platform make a sigaifit difference compared to

today’s practices?

3 Extended eScience case study

3.1 Organisation behind the Case.

AGH University of Science and Technologyis one of the best Polish technical
universities. It educates students in 54 branchHestwdies, including over 200
specializations run at 16 faculties and employearhing and research staff of 1 887
persons (including 181 full professors). The sdienactivity of AGH employees is
reflected by the number of over 1600 yearly pubioce in Polish and international
scientific magazines and about 2000 papers detivateconferences, out of which
about 600 are published in international journ&lghin the AGH structure there is the
Academic Computer Centre CYFRONET with its powesiupbercomputers (classified
in first 100 on the list of a top 500 fastest comapsi in the world), AGH operates also
one of the largest and most important nodes oPtiiesh part of the Internet.

TheDepartment of Computer Sciencewhich will host the project, employs teaching
and research staff of over 80 people, devotingr tresearch efforts to various IT
directions, including scalable distributed systeromyss-domain computations in
loosely coupled environments, knowledge managemmahsupport for life sciences.

The department has successfully took part/led nouserscientific national and
international projects, the most important in tlmeaaof distributed computing are:
CrossGrid (interactive middleware for scientificngoutations on Grid), K-WfGrid
(ontological modeling of scientific or crisis teanorkflows, semantic composition,
monitoring and execution of workflows) and Int.eudgadaptation of infrastructure to
e-Science applications), EU IST projects ViroLalroyiding a modern virtual
laboratory for HIV-related research and treatmariurope) and Gredia (secure while
easy to adopt collaborative scenario enactment@mwient for business: media and
banking). Department staff has been also particigah the CoreGRID Network of
Excellence project in the work package devotedtdstand environments and takes
part in the CoreGRID follow-up working groups. Retprojects include development
of Common Information Space for EU ICT UrbanFlooujltiscale modeling tools for
EU ICT MAPPER project and Atmosphere cloud managemé&atform for EU ICT
VPH-Share project. Department staff also activelstipipates in research tasks in PL-
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Grid and PL-Grid Plus projects that supports anetligps computing infrastructure for
Polish research community.

Research work that is relevant to PaaSage incladegions for virtualization and
management of computing and storage resources;ldangh programming tools and
environments for e-science and scalable systersrince-oriented architecture.

The Department of Computer Science has a strondititna of international
collaboration. This includes organizing conferencasch as yearly Cracow Grid
Workshop series since 2001 and International Cenfax on Computational Science in
2004 and 2008.

The new building of Department of Computer Sciegpiavides not only the excellent

working environment for research and teaching ated operates the latest networking
and computing infrastructure. This infrastructurevides excellent environment for

doing computer science research, with emphasisisinbdited systems and cloud

computing. Moreover, close collaboration with AC@fiGnet AGH gives access to the
largest computing resources in Poland, includingsZeluster and PL-Grid project

infrastructure, which will be available for largeate experiments planned in the
project.

3.2 Objectives

Within the scope of research projects, AGH collabes closely with researchers and
application users from the eScience domain, bottalland international. The
interesting use cases for PaaSage are those thatereither large-scale workflow or
data farming processing. AGH is either involvededily in supporting these
applications on grids and clouds or develops ttdws enable and facilitate execution
of them on these infrastructures.

Local eScience applications and tools are relatestijnto the PL-Grid project users
and include:

* Bioinformatics applications, in collaboration withe Jagiellonian University
Medical College. They include genetic data analyssguence alignment,
similarity search) as well as proteomic experimemsotein folding and
structural comparison. The infrastructures used tf@se experiments are
clusters, grids and clouds [1][2].

» Investigating potential benefits of data farminglégation to study complex
metallurgical processes including generation of tiSteally Similar
Representative Volume Element and Digital Matefapresentation. This
research is conducted Faculty of Metals Engineesumd) Industrial Computer
Science AGH [7][8].

International collaborations in eScience domairude:

* Virtual Physiological Human initiative, where theientific workflows are
deployed on the cloud in the scope of VPH-Shargeptd3]. The workflows
mainly use Taverna [16] engine for orchestrating Atomic Services and a
specific plugin for Taverna is developed to dynaathjccreate service instances
on the cloud using the Atmosphere [14] cloud platfaleveloped by AGH.
Other large-scale workflows that are under develmmuse DataFluo
workflow engine [15] developed by University of Atasdam.

* Multiscale applications from fusion domain develdpesing workflow tools
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and MAPPER framework [4]. The MAPPER project pr@sdools for running
multiscale applications on distributed computingfrastructures. The
application from the fusion domain used Kepler [IW7grkflow system to
orchestrate its tasks.

» Collaboration with Pegasus team from UniversitySofuthern California for
support of scientific workflows on cloud infrasttuoes [5][6]. This
collaboration resulted in algorithms for scheduliagd provisioning for
workflow ensembles on clouds and cost optimizatbapplications on cloud
infrastructures [18]. One of the important benefitghis collaboration is the
experience with scientific workflows that use Pegagq19] workflow
management system and the workflow gallery thatasoga real and synthetic
workflows [20].

* Mission planning support in military applicationghvdata farming within the
EDA EUSAS project. In the scope of the projectoael approach to military
training was developed, based on behaviour modellimd multi-agent
simulations. At first, soldiers’ behaviour was aaed during a series of training
sessions and tranformed into a set of rules, wiva$ then used during highly
realistic agent-based simulations of military nossi [9]. The aim of the data
farming in the process was to develop a better nstaleding of soldiers’
behaviour and identify potential vulnerabilities.urlhg data farming
experiments, numerous agent-based simulations weeeuted, each with
different environmental conditions, e.g. emotiostalte of civilians involved in
a mission. Data generated during the simulatiorssagfiected and analyzed to
find cases when the selected strategy was wrogg,tleere were too many
casualties. The underlying infrastructure for exieguthe simulations included
private clusters, Grids and Clouds [10][11].

The two main tools that are developed by AGH tgosupthese applications are:

* HyperFlow workflow execution engine that is basedhgpermedia paradigm
and supports flexible processing models such & fitaw, control flow, and
includes the support for large-scale scientifickfiovs which can be described
as directed acyclic graphs of tasks [13].

» Scalarm is a massively self-scalable platform faadarming, which supports
phases of data farming experiments, starting franaqpeter space generation,
through simulation execution on heterogeneous coatipual infrastructure, to
data collection and exploration [12].

While these eScience applications and supportimgs tare in various stages of
development and maturity, none of them uses theembdsed approach for
development and deployment on clouds that is pexpasthin PaaSage. Therefore all
of them can benefit from the PaaSage platform.

In the following sections we describe the curréatus and target picture, showing the
improvements that can be reached by using cloudoating together with PaaSage
platform. We first describe scientific workflowand subsequently the data farming
experiments.
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3.3 Large-scale scientific workflows

3.3.1 Current Status (as-is)

In HyperFlow, a workflow is simply a set pfocessesconnected througports and
exchangingsignals The basic abstraction for workflowspeocess,is defined by:

* Input ports and associatesignalswhich arrive at the process.

» Output ports and associatesignalswhich are emitted by the process.

* Function invoked from the process which transforms inpghails to output
signals.

* Type of the process which determines its general behator. example,
adataflowprocess waits foall data inputs, invokes the function, and emits all
data outputs. Aparallel-foreachprocess, in turn, waits foany data input,
invokes the function, and emits the respective datput.

A workflow is simply a set of processes connected througls pasta simple example,
consider a workflow which computes a sum of squafegveral numbers, depicted in
Figure 1.

ing) outi = iny
ins outs | ins

Figure 1: A simple HyperFlow workflow computing a sim of squares of three numbers.

Note that selected input and output signals of sproeesses are mapped as inputs and
outputs of the whole workflow. Consequently, a Wik may act as a process in
another workflow. The specification of this workftan the format of HyperFlow is
presented in Figure 2. This JSON specification glanth the implementation (in
JavaScript) of two functions used by the workflowogqesses is sufficient for the
execution of the workflow by the HyperFlow engine.
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{ f_—-
"name": "Wf_sqrsum", "signals": [ {
"name": "argl",
Functions "functions": [ { "schema": "vall",
g "name": "add", "data™: [ { "val™: 1 } j

Transform inputs "module":"functions" I |
into outputs. b "name": "arg2",

May wrap invocation "name": "sqr", "schema": "vall",
ofremoteapp "module":"functions" Ydata™: || { "wal"s 2 ¥ ]
components. i 1 e {

"name": "arg3",
| "schema": "vall",
"tasks": [ { "data"™: [ { “wal": 3 } ]
Processes "name”: "Sqr", bt
"type": "p-foreach", "name": "sqrl",

Info abOUt processes "function™: "sqr", "schema": "vall"

(also called tasks) of "ins": [ 0, 1, 2 ], b A

the workflow: their fouts®: L4. 3, 6] "namet: "sqr2t,

. Yo "schema": "vall"

inputs, outputs, "name": "Add", b q

function, and types. "type": "dataflow", "name": "sqr3",

"function”: "add", "schema": "vall"
Pigs": [ 4; S, 6 1 Yr £
mouts™: [ 7 ] "name": "sum",
¥ 1. "schema": "vall"
} ]
Schemas "schemas": { "vall": {
- "type": "object", nainsrE [0, 1 2 Ins and outs of

JSON schemas for "properties" : { "HEESE [ T ]

signals (Optional) "val" : { type: "number" } the Workﬂow

a ) (signal numbers)
| —

Figure 2: Specification of thesum of squares workflow in the HyperFlow format.

The workflow execution in this model consists a tbllowing steps:
1. Await input signals.
2. Forward arrived signals to the input queues ofrthi@k processes.
3. Each process:
a) when all required signals have arrived, invokeftivection passing the
signals,
b) wait for callback,
C) emit output signals.
In this simple model it is very easy to transformwarkflow into a distributed system.
The key is step 3a) in which a process passex#witon to its function. The function
could perform the calculations in-process, or itldojust as well construct a job
specification and pass it to a remote executor.
A cloud-based workflow execution could be impleneehtis depicted in Figure 3.
When invoked, the function of a process sends apagification to a remote message
gueue. It immediately subscribes to the queuederao wait for job results. In parallel,
local Execution Engines residing on Virtual Mactargeployed in a cloud fetch the
jobs from the queue, invoke the appropriate apfdinacomponents, and send the
results back to the queue. When the results asvet in the function of the Process,
the callback is invoked. Note that multiple VMs aexlecution engines could be
deployed and connected to the same queue whichdwaat not only as a
communication medium, but also as a load balantiaghanism.
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Workflow ( )

description
(JSON)

Send job Receive
specification results

(EEEB

Fetch job Send
specification results

Read input /
write output files

Figure 3: Workflow execution in a cloud enacted byhe HyperFlow engine.

Currently used mechanisms to deploy scientific wWitovks on clouds require
deployment of a cluster of virtual machines formmg the worker nodes that execute
workflow tasks. This step can be done manuallyuse some automated tools for
infrastructure setup and application deploymentesehtools such as e.g. Chef [21]
allow scripting the infrastructure configuratiordesutomate the process of deployment
and set up of application modules. Other toolshsas CycleCloud [22] are more
specialized towards deployment of HPC clustersemahd. There is also theoretical
and experimental work on scheduling and provisigmihcloud resources for scientific
workflows exits (e.g. [6][24]), as well as on autabng of virtual clusters on the cloud
[23]. These approaches are either based on adydaneing of the full workflow
schedule, which is not always feasible due to uaggres in runtime estimation and
the infrastructure behavior; or on dynamic autasgalules that do not take into
account the application structure. Therefore, thirestill need for systematic
development on the new approaches and tools, amdntbdel-based approach in
PaaSage will provide a step towards creating argeard extensible framework for
supporting the large scale scientific workflowsabouds.

3.3.2 Target Picture (to-be)

General picture of the planned support of workflow$aaSage is given in Figure 4.
The workflow execution scenario fits well into tbeisting PaaSage architecture and is
designed in such a way that the generic compord@rtse PaaSage architecture are
application agnostic. In the Upperware level therkflow Planner will be responsible
for preparing a scheduling and provisioning plaa wforkflow and generate a CAMEL
description that will be processed by the ReasandrAdapter. In a similar way the
Workflow Engine within the Executionware will besponsible for execution of the
workflow tasks, while the deployment and applyimglasticity rules will be performed
by the Deployer and Enforcement Engine.

D6.1.3 — Initial Requirements Page 13 of 32



Scientific
workflow
description
(DAG)

Constraints,
objectives

CAMEL Upperware

description
Workfl of workflow Deployment plan,
orkriow icati autoscaling rules
application Reasoner g
Planner
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Plans deployment
workfl?w plan
execution

\- Concrete deployment J
' commands and rules ™\
I 4
Monitoring
events
\AIEorkrow Enforcement Deployer
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Executes A erl\.glnﬁ' Launches VMs
workflow tasks pplies rules

L Executionware )

Figure 4 Target picture of scientific workflow planning and execution within PaaSage

The roles of the modules are explained as follows:

The Workflow Planner is an application specific gmment and will use
algorithms for planning the execution of large-scaientific workflows. It will
require the scientific workflow description in tifi@m of a Directed Acyclic
Graph (DAG) that will be a parameter of (or referes by) the application
model. The output of the planner will be the pransng plan in the form of a
CAMEL description of the workflow application artbcture together with the
elasticity rules to adjust the number of VM instesicuring the workflow
execution.

The roles of Reasoner and Adapter will be not ckdnge. they will generate
a concrete initial deployment plan based on the EAMescription and it will
issue proper deployment commands to the Deployer. Adapter will be also
able to trigger the Adaptation or request a newiay@pent plan from the
Reasoner if such condition arises.

The Deployer will deploy the workflow applicatioma launch the required
VMs on the clouds according to the plan. The ajpgibe will then start.

The Workflow Execution Engine (Hyperflow) is an &pation specific
component from the perspective of the PaaSagetactie, but it is generic in
the sense that it can execute different scientifarkflows based on their
description in DAG format. Therefore we distingue$ a separate module of
the Executionware. During the execution, the wankflengine will spawn the
processes of the workflow based on their dependentti will also trigger the
monitoring events to the Enforcement Engine of RgaSria the monitoring
system.

The Enforcement Engine of the Executionware will frevided with the
elasticity rules for the specific scientific worsfl application. When the
application specific events are received via tha@itoang system, the relevant
autoscaling rule is triggered, and the proper sgadiction is executed.
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We believe that integrating the HyperFlow enginthwhe PaaSage platform will have
mutual benefits. HyperFlow will benefit from PaaBagoud deployment, execution,
and autoscaling capabilities. The PaaSage platfiortoyn, will gain the capability to
support a new class of applications: large-scalewee-intensive scientific workflows.
This support will be in terms of composition of gxg application components into
workflows, and — in conjunction with the workflonclseduler — their effective
autoscaling.

3.3.3 Walkthrough PaaSage Workflow.

Step 1: Providing application workflow descriptionand requirements
The user needs to provide the workflow descriptisimg the DSL, which is a DAG in
JSON format. This will include all tasks with thepgendencies, as well as input and
output files in the form of URLs. Moreover, all nfumctional requirements and
constraints have to be provided. The examplesasfdltonstraints can include:

* the maximum cost (budget),

» adeadline,

» constraints on the cloud infrastructures (e.g. @niyate or public cloud can be

used)

The possible objectives include:
* minimize time,
* minimize cost,
* maximize the number of workflows completed.

The user will also provide the application modelGloudML. The example of the
application model for workflow engine is shown ilgére 5. The application consists
of:

* Master which includes a Workflow Engine (Hyperflotogether with Redis
Database and RabbitMQ server for communication,

» Shared storage (e.g. NFS server) that requiregaaae VM for data exchange
between workers,

» Worker that includes a part of executor (a genesimponent managing task
execution) and application-specific binaries (day. Montage application).
Worker may be executed on multiple VMs, i.e. scatetl (horizontally) for
parallel execution.

Worker Storage Workflow Engine (Master)

S B ) Ly g

by E Workflow description
R . (JSON) — additional DSL

Figure 5 Workflow application described in CloudML in cloud provider independent model
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Step 2: Workflow Planner prepares a deployment angrovisioning plan in the
form of autoscaling rules together with CAMEL desciption of the application.
The planner reads the workflow description togetiér the requirements and uses the
planning algorithms to create the scheduling asdurce provisioning plan.

* The scheduling plan will be then used by the waonkflexecution engine
(Hyperflow) to schedule individual workflow task¥he scheduling plan is
opaque to the PaaSage Executionware, i.e. it id aseapplication-specific
input data to the workflow execution engine.

* The provisioning plan describes when the VMs shoh&l started and
terminated, as required by the demands of the \WwwkfTo interact with the
PaaSage Executionware, the plan has the form o$ealing rules.

Scaling rule: launch Scaling rule: terminate ]  Tasks of stage 1
7 VMs for stage 2 2 VMs for stage 3
E I  Tasks of stage 2
] [ ] Tasksofstage3
)
N e
N .
N .
- § - —
T e s

Time

Figure 6 Example provisioning plan for workflow with 3 stages

The example of a scheduling and provisioning planldrge-scale workflow with 3
stages is shown in Figure 6. The initial deploytp@an will require starting 1 worker
VM instance for the stage 1 of the workflow and thage for autoscaling is set to
[1..8]. In order to scale out the number of VMs foe stage 2 of the workflow, the
following alternative autoscaling rules can be gatesl:

1. if workflow execution reaches stagéh2n launch 7 more worker VMs

2. if workflow execution time reaches 2 hotlmen launch 7 more worker VMs
These autoscaling rules do not require changingsaating ranges, or changing VM
types. However, the rule 1 is application specife, it requires the application-specific
event to be generated by the application to theitordmg system.

Step 3: Upperware generates the deployment plan

Reasoner and Adapter prepare a concrete deploystanthat fulfills the constraints
of the workflow application provided in the CAMELescription. The output of the
Upperware is a set of concrete deployment actiowbs easticity rules that can be
processed by the Executionware. The applicatioipescheduling plan will be

passed from the workflow planner to the workfloweextion engine after the
deployment is ready.

Step 4: Executionware deploys and runs the applicain

In this step the deployer and the execution enginthe Executionware deploy the
application using the deployment plan. The exangaployment plan described in
CloudML (Cloud Provider Specific Model) may lookd the one shown in Figure 7.
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In this example the initial deployment plan us@sigate clod (OpenStack) for running

the master part of the application, and the stotagether with the worker are deployed
on Amazon EC2. In this example the initial deploytneontains a single instance of a
worker.

\:

/ Worker kN Storage
[

SL:VM ML:VM

[compute cores: 4..8,

[compute cores: 2..4, "
memory: 4..8 GiB]

memory: 2..4 GiB]

AGH (OpenStack) [location: PL]

\ .................................. / SL:VM — Small Linux VM
ML:VM — Medium Linux VM

LL:VM — Large Linux VM

Figure 7 Workflow application deployment descriptian in CloudML

Step 5: Application starts: Workflow engine managesask execution based on the
DAG

The application starts its execution: the workflemgine reads the workflow
description (DAG) and submits tasks to executiarthis scenario Hyperflow engine
sends the ready tasks to the RabbitMQ server tlaaiages the queue of tasks. The
worker also connects to the RabbitMQ server andsélae tasks, processes them, and
sends the results (confirmation) back to the Rab®itserver. The input and output
files are accessed using the shared storage (NFS).

Step 6: Executionware monitors the application andpplies elasticity rules with
execution engine
The execution of application can generate eventisganonitoring system. There can
be several possible types of events:
* Generic monitoring events from VMs, such as theatpaf the current CPU
load or I/O load,
» Application specific events from the RabbitMQ serneg. update of the queue
length
» Application specific events from the worker, eagk ID_42 has completed,
» Application specific events from the workflow engjre.g. task ID_42 has been
released to the queue, or stage 1 of the workflonvpieted.

The application specific events from the monitor@ag trigger autoscaling rules in the
Executionware. For example, if the workflow comptestage 1, new instances of the
worker VM should be launched. Such scenario isstthted in Figure 8, where an

additional instance of the worker VM was launched.
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Worker 1

SL:VM ML:VM

[compute cores: 4..8,

[compute cores: 2..4, .
memory: 4..8 GiB]

memory: 2..4 GiB]

AGH (OpenStack) [location: PL]

e S 4

Figure 8 Workflow application after autoscaling rule launched additional worker instance

14

It should be noted that for the large-scale woskflapplications the most relevant is
horizontal scalability (scale-out), since the wdwif application can benefit from
parallel processing and thus launching new ins&méé/M is the best strategy, as
opposed to vertical scaling.

3.4 Data farming

3.4.1 Current Status (as-is)

The data farming methodology defines a processwiftaal experiment, depicted in
Figure 9, which organizes scientific researchsystematic manner. Each data farming
experiment consists of the following steps:

1. Experiment objective definiticdiormulates objectives which should be achieved
by the experiment, along with a stop conditionheesdata farming process can be
iterated many times before stopping.

2. Simulation scenario buildingconcerns providing a simulation capable of
generating the necessary data to answer the gquesiated at the beginning of
the experiment.

3. Input space specificatiamesults in a set of input vectors, each of whighre@sents
a single simulation case. As the input space caexbemely large, Design of
Experiment (DoE) methods are often employed to cedie number of input
vectors.

4. Simulation executioninvolves execution of simulations with input vesto
generated in the previous step, often run in paralsing High Throughput
Computing (HTC). Depending on the input space $hép can require a large
amount of resources working together to providengeessary computing power.
Results from all simulations are aggregated fahiranalysis.

5. Output data exploratioris where knowledge is extracted and new insights
obtained. Should a simulation scenario require sjants, step 2 may be
repeated as needed. If additional areas of thergdea space need to be explored,
step 3 is repeated. Otherwise the stop conditiaoisidered fulfilled and the
experiment concludes.
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1. Experiment
objectives
definition

2. Simulation

scenario
building
Experiment
stop

5. Output data
exploration

3. Input space
specification

4. Simulation
execution

Figure 9: The process of a data farming experiment.

The Scalarm platform is our software of choice @daduct data farming experiments
within PaaSage, due to its versatility and providedport for different computational
infrastructures. Scalarm intends to fulfill theléoling requirements:

» support phases of a data farming experiment, nam#iyput space
specificatiori, “Simulation executidnand “Output data exploratich

» support different sizes of experiments from dozenmillions of simulations
through massive self-scalability,

e support for heterogenous computational infrastmectincluding private
clusters, Grids and Clouds.

Massively self-scalability is the main non-functbrrequirement which has to be
supported by Scalarm in order to conduct data fagneixperiments at a large-scale
efficiently. Activities performed in different phes of a data farming experiment
impose that the used software and infrastructureslastic and can be scaled
automatically on demand, e.qg.:

» during "Input space specificatidmultiple time consuming DoE methods can
be executed to explore possibilities of input spsze reduction,

» “Simulation executidrusually requires numerous simulation to be exedun
parallel in a HTC manner,

* “Output data exploratichoften involves executing computationally interesiv
data mining methods on large data sets to extramivledge from simulations
output.

A diagram of current Scalarm management procedspgcted in Figure 10. Scalarm
consists of loosely coupled services responsilslmBmaging experiments, storage, and
simulations.
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User
Simulation code; resource

specification for the Scalarm
worker part

Scalarm master part |

Scalarm deployment; scaling Data farming experiment
rules definition . information
Experiment
Storage
Manager
Manager
Administrator
Slmulétlon Manager Simulation Simulation binary
execution on concrete
) results output
infrastructure
Simulation Simulation Simulation
Manager Manager Manager
Private clusters Grids Clouds

Scalarm worker part

Figure 10: Scalarm management — current status.

Experiment and Storage Managers intend to be saléle, i.e. scalability of the
services can be expressed in form of rules detoayemh administrator, and enforced by
the service itself.

The Scalarm architecture follows the master-wodesign pattern, where the worker
part is responsible for executing simulations éfitly, while the master part manages
data farming experiments in general. In the curvengion, the user manually manages
resources of the worker part (dedicate to run mtsta of the Simulation Manager
service), i.e. additional workers can be schedtdedifferent infrastructures manually.
On the other hand, an administrator can defineadlectscaling rulesfor services
constituting the master part, namely Experiment 8tatage Managers, to enforce
scaling operations when necessary.

However, to attain a fully autonomous platformegard to scalability, Scalarm needs
to be extended in several areas. The first negesséension is related to requirement
definition for data farming experiments. Based twe frovided requirements, a
deployment plan along with scaling rules for Saalavill be created. Hence the user
or administrator will not have to define any addlitl rules. The second extension
concerns elasticity of underlying, multi-cloud basefrastructure. Although Scalarm
supports various computational infrastructuresngisiioud environments only will
enable better cost management.

3.4.2 Target Picture (to-be)

Incorporating PaaSage infrastructure into Scalarlinprovide several improvements
required to build a fully autonomous platform fata farming. The main difference
between current status and target picture is the iwavhich Scalarm scales itself.
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Currently the administrator and user are respoadi preparing scaling rules and
managing resources in the worker part of Scalamnthé target picture we intend to
transform a data farming experiment into a modskbapplication with specified non-
functional requirements, e.g. regarding cost ameé tonstraints. A PaaSage-based data
farming experiment is depicted in Figure 11.

[ | PaasagelDE

Simulation code; non-
functional requirements, e.g.
cost and time constraints

User
Configuration
model of a data
farming experiment

Monitoring data;
Scalarm specific
events

Initial deployment plan of
Scalarm; scaling rules

Reasoner :> Adapter < :
Upperware
Deployment plan of Scalarm Reconfiguration
to concrete Clouds; scaling plan
rules
Executionware
Deployment instruction for
different Scalarm services
Execution engine Deployer
Executing deployment
instructions, e.g. launching —
VMs, upload Scalarm and Monitoring data about
simulation codes . Scalarm services
Multi-cloud

. Monitorin
infrastructure i

Figure 11: Data farming experiment in PaaSage witlscalarm.

Comparing to the current version, the target peassumes there is no need for and
administrator to be involved anymore. Scaling ruies Scalarm services are now
generated by the Reasoner module, based on usedguo non-functional
requirements. Moreover, the user doesn’t need toag® Simulation Manager
manually, provided requirements also include infation related to Simulation
Manager. As a result, the PaaSage Upperware i®nstye for enforcing scaling
actions for all Scalarm services.

Another improvement concerns Scalarm deploymerihdniarget picture, the PaaSage
Executionware handles all actions related to depkyt of different Scalarm services
in a multi-cloud infrastructure. It will be supped by model-based descriptions of each
Scalarm service in the CAMEL language. In additi®oalarm will be able to generate
specific events to PaaSage Monitoring, based orctwiicaling actions will be
triggered. However, the user still will be ableuse Scalarm to manage resources
dedicated to the Scalarm worker part in a more rlafashion, e.g. to boost the data
farming experiment by adding more resources. I fucase, Scalarm will generate
events to inform PaaSage via the Adapter moduls, ahnew deployment plan is
required.
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3.4.3 Walkthrough PaaSage Workflow.

Workflow of data farming is related to the dataniiarg process in general (depicted in
Figure 9) and intended deployment of Scalarm inSRga (depicted in Figure 11).
More specifically it involves the following steps:

Step 1: Data farming experiment setup

An initial step of the process is to prepare simotacode and parameter space for a
data farming experiment. In the PaaSage IDE, tlee wdl provide all information
necessary to start a new data farming experime8talarm, e.g. parameter space to
explore or Design of Experiment methods to appiyaddition, the user will be able to
specify non-functional requirements, e.g. the stoprondition, maximum cost, or
amount of resources to be used. Based on the gabwdormation, the PaaSage IDE
will prepare a configuration model of a data farghexperiment to be conducted with
the Scalarm platform and the provided simulatiodeco

Step 2: Deployment preparation and scaling rules geeration

The configuration model will be passed to Reastmerepare initial deployment plan.
The plan will involve deploying both the Scalarm stea part, i.e. Experiment and
Storage Managers, and the Scalarm worker partSineulation Manager, which will
execute the provided simulation code. The amountemfessary resources will be
derived from the parameter space size and prowidedfunctional requirements. In
addition, a set of scaling rules for all Scalarmvees will be generated to attain user’s
requirements.

Step 3: Deployment on multi-cloud infrastructure

Then, the created deployment model will be passed tJpperware to Executionware
to be executed. Deployer and Execution engine euall appropriate operations on
selected Clouds, and the data farming experimdhberistarted. Scalarm will provide

the user with a Web-based Graphical User Interfa@mable progress monitoring and
analysis of output data.

Step 4: Adjustements at runtime

Scalarm services will be monitored during runtiraeattain requirements defined by
the user at the beginning of the experiment. If @eoydition of generated scaling rules
is met, appropriate scaling actions will be exedutdoreover, the user can decide to
change previously created deployment plan, e.gddyng additional resources to boost
the experiment or deciding to execute time-consgndiaita exploration. In any case,
reconfiguration plans will be prepared and and etextby Adaptor.

Step 5: Execution completion

When the stopping condition of the experiment is, the user will be able to download
any necessary output data and results. Then, plbykd Scalarm services will be
stopped and Cloud resources will be released.

3.5 Summary

In this section we described the extended eSciease study by AGH that includes
large-scale scientific workflows and data farmingeriments. The analysis of how
these applications fit into the PaaSage architecteveals that the model based
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approach proposed by PaaSage, together with tintettire of its Upperware and
Executionware provide a suitable framework for sarppg these applications.

The proposed planner module for planning workflowaition will generate a CAMEL
description of the application and a set of autimsgaules that will be subsequently
used by the components of the current PaaSagdeithie. The rules for scaling of
workflow and data farming experiments will use aion-specific events that will
be passed via the monitoring system of the Execwtoe. Therefore the support for
workflow execution and data farming experiments| il well into the existing
architecture of the PaaSage platform.

4 Financial Sector Case — Accounts Audit software
This case is supported by IBSAC Intelligent Bussn®slutions Ltd (IBS).

4.1 Organisation behind Case

IBSAC Intelligent Business Solutions Ltd providemsulting, IT and cloud services
for several industries and has a leading positsoam eoud services provider throughout
Cyprus. We are offering to our customers the eméinge of IT-services, including IT

consulting, cloud services, systems installatiosh setup.

Our scope is to provide services and products withtenable our clients to use
technology for the benefit of their organizatioenbe increasing their business value
and profitability while at the same time organizimjormation and streamlining
operations. Also, using our expertise, clients immplementing their businesses and
having fast and actual ROI (Return On Investment).

All of the above can be fulfilled with the proverpertise of our engineers and sale
consultants which have a vast amount of certificetifrom leading partners such as
Microsoft, HP, Fujitsu and many others. All thetdferations and memberships can be
viewed on our website.

4.2 Objectives

Cyprus is one of the largest financial centres umoge and Middle East. In specific,
Cyprus has a large financial and auditing servgaetor where firms include the big
four — Deloitte, PWC, Ester Young, KPMG — and sal/écal town firms. Figure 12
shows that the financial and insurance sector hadiggest percentage in terms of
economic activities in 2010. Thus, today's finahdians and internal accounting
departments need Accounts Audit software in ordework faster and effectively,
while constantly maintaining operational integrignd full compliance with
international financial standards. These challerugdisfor a state-of-the-art Accounts
Audit solution which optimally supports all the essary functionality.
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Figure 12 Foreign Direct Investment (FDI) By Econong Activity 2010

[Source: Cyprus Promotion Investment Agency -http:Avww.cipa.org.cy/easyconsole.cfm/id/131]

Yet no dedicated cloud-based auditing solutionstekut rather proprietary solutions
for each type of financial business. This providdarge and diverse market based on
the diverse Cloud platforms currently employed bgse firms for other company
technological activities. From a wide variety okmess applications and services that
IBSAC Intelligent Business Solutions Ltd offers aupports, an application from the
financial sector called Accounts Audit was selectBide application is used for the
preparation of financial statements in full compta with the International Financial
Reporting Standards.

On one dimension the financial use case aims teeaddnd fulfil the rapid elasticity
requirement, which is mutual and critical for afidustrial domains, by scaling
resources on demand and employing a pay per usaebasmodel. On a
complementary dimension, auditing firms have digersquirements in terms of
application setup, functionality, data security andintenance. For instance, some
auditing firms could well need to expose restridtatttionality (i.e. read-only view of
financial data) to their clients, while at the satime provide secured access to its
employees while working remotely, e.g. from a diienetwork, while at home or while
travelling. In overall, data confidentiality is atecal and sensitive issue for auditing
firms due to the above point but also because veraé cases the need may arise to
provide data access to authorised parties for igelihperiod.

Moreover, the objectives of the Cloud-based Acceuntdit software include offering
to auditing firms the opportunity to purchase Saa8iting services deployed on their
desired platform through a web based interactiva, tproviding a SaaS auditing
solution to consumers without the requirement ofiratial investment, providing
expandability for end-users (accounting firms), imizing maintenance and support
costs, minimizing operational costs through a pastse model, maximizing the
profitability of cloud provider and its clients, @uring 99.99% uptime with an SLA
(Service Level Agreement), providing interoperdipivith other operating systems and
offering a faster, more efficient and more effeetiork while constantly maintaining
operational integrity and full compliance with imational financial standards.
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4.3 Current Status (as-is)

Accounts Audit software is a specialised progranctviprovides assistance to internal
accounts departments of a company and accountigrapufirms for the preparation
of financial statements in full compliance with tlmternational Financial Reporting
Standards. The specific application has the foll@afunctionality:

Provides the functionality to import the trial bat® of a company in order to
generate a full set of financial statements.

Based on the parameters that are imported in ttersy(i.e. subsidiaries), the
appropriate notes to the financial statements anemted.

The system automatically generates the tax compuogadf the company where
adjustments can be made to comply with the vartauslaws and circulars

issued to arrive at the taxable income of a comaenalits tax liability.

It is generating automatically the income tax netof a company.

Provides functionality of Lead schedule. Lead sciteds a report giving the

makeup of each line included in the balance shedtthe profit and loss

account.

Includes a mechanism of generating documents b@assgdecimens for income
tax forms for the company, etc. In general, all dtweuments related with

income tax forms are generated automatically froenstystem, or are available
for manual input.

Financial Statements are prepared in accordantelMRS and the Cyprus Companies
Law both in Greek and in English. Options are aldé for companies, partnerships
and sole traders. The Cash Flow statement anddhg@ny Income Declaration (IR4

2004) are prepared effortlessly within the Templ&@&andardized Minutes of the

Shareholders Annual General Meeting are also @laifar small companies. Financial

Statements can be exported to various formats gerhy other software, including

Microsoft Word and PDF.

Some of the key features of the current softwaeetae following:

In accordance with IFRS and the Cyprus Compani@gs Eaancial statements
are prepared in accordance with International Fii@rReporting Standards
and the requirements of the Cyprus Companies Lap, C13.

Bilingual - Greek and English: Either of the twomdmuages can be selected for
the preparation of the Financial Statements. Tedimg) from one to the other
language is achieved within minutes.

Company Income Declaration: The Company Income @atibn (IR4) can be
produced quickly and easily together with the FanianStatements and has
been officially approved by the Ministry of Finance

Choice of Entity: Option to prepare Financial Sta¢ats for companies,
partnerships or sole traders

Cash Flow statement: The Cash Flow Statement aratically produced with
information from the Financial Statements and #t@epanying notes.
Printing choices accountants understand: Optiqgoritd a full set of Financial
Statements, or various cut down versions, as reduir practice.

Avoiding duplication: The entry table is used foetentry of parameters and
other information that are repeated throughout Emgancial Statements,
eliminating duplication.
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» Dates as text: Dates are displayed in long formaauoid conflict due to
computer regional settings

* No restrictions for users to amend the documentrdstrictions are imposed in
amending the financial statements to suit the agr disclosure requirements
of each client.

* No entries outside the template are necessaryinthgive interface enables
entry on the face of the Financial Statements, ljlust any word processing
software.

* Additional statements available for Tax purposesmidus additional statements
can be produced if required for tax purposes.

» Standardized Minutes of the Shareholders AGM: Stadided Minutes of the
Shareholders Annual General Meeting are availabte @an be particularly
useful for small companies.

Currently, the Accounts Audit software is a Windaaggplication, which operates on a
client-server architecture. Client software is lpcanstalled on the PC of each user.
Users are strictly restricted to the auditing fstaff since the software can be accessed
only while at the office. The server installatioonsists of two parts: Database and
application server. The recommended scenariohave two servers which one of them
will host the database and the other the applicattmly Windows Server can be used
for database and application. Maintenance and stuppoarried out from an internal
IT person or is subcontracted to an IT company.

However, the limitations of existing setup are fibléowing:

» Cannot be used by employees and auditing firm tliem other operating
systems such as Mac OS, Android and iOS.

» Users are strictly restricted to the auditing fstaff.

» Auditing firm clients are not able to interact dtwaith the software in order to
view or update their financial data.

* Allows employees to work only from the office anat from a remote location.

* Mobile users (e.g. when an employee is travellingsoat a meeting with a
client) cannot work or view data even with limitieohctionality.

* Maintenance and support are too expensive sincectingpany needs to
maintain a server, backups and daily check-up efitita integrity.

» Since the recommended scenario is with two selfdatsabase and application)
capital investment on hardware is high.

* Due to the fact that both application and datals@seer are compatible only
with Windows, the initial investment on licensirgquite high.

D6.1.3 — Initial Requirements Page 26 of 32



4.4 Target Picture (to-be)

The aim of the financial use case is to port thdifapplication to the cloud utilizing
the MDE methodology and environment defined andetiged in PaaSage project.
This allows providing a SaaS auditing solution withthe requirement of an initial
investment and on a pay-per-use model. Furtherntoisewill enable support for any
cloud platform and OS as required by different ricial (auditing) firms that will
suffice the following requirements:

1.

Users will be able to work from anywhere withouy ardditional costs - the
only requirement is Internet connection.

Full desktop functionality or restricted data-viem mobile Smartphone or
tablet devices will be enabled. Hence, auditingf stdl be able to work:

a. While at their home office using their PC or tablet

b. While at a meeting with an auditing firm client.

c. While travelling since the bandwidth requirementt e minimal.

The Audit application being ported to a multiplewd environment managed
by the PaaSage platform will offer:

a. Reusability of clouds without compatibility issués case different
auditing firms already use diverse clouds to demther applications.
E.g. Auditing Firm A uses Windows Azure Cloud, véhAuditing Firm
B uses OpenStack Cloud.

b. Transfer of the application or its modules (e.gabdase) among multiple
clouds without problems. E.g. Auditing Firm A deydahe application
on OpenStack cloud to reduce costs, while depltysiatabase for
added data security at an extra cost to Windowseé\@loud.

c. An accounting firm will be able to change cloud\pder at any given
time. E.g. an accounting firm uses Amazon cloud #re} need to
change to Windows Azure for company reasons.

d. The software will offer load balancing using theBage platform since
the application can use Cloud provider A, databhs=n use cloud
provider B and database 2 (replicated with datalas=an use cloud
provider C. With this scenario, high availabilitycaload balancing is
provided since the load of the database will be agad from the
application and will be shared based on resources.

Moreover, added benefits of porting the Audit apgiion to the cloud are the
following:

Provide a SaaS auditing solution without the rezagnt of an initial
investment and on a pay-per-use model.

Maintenance and support will be carried out on atre¢ location which
corresponds to minimum overheads.

Provide expandability, scalability and rapid eleisyi

Customers as well will be able to interact with soétware to view/update their
financial data

99.99% uptime with an SLA

Provide disaster recovery
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4.5 Walkthrough PaaSage Workflow

This section was defined mostly based on the bssirequirements of IBSAC and in
accordance also to the business needs of thentglias well as on the initial PaaSage
Workflow (D6.1.1, Figure 2-1), rather than the attdevelopment workflow to be
executed for the financial application use case.

Moreover, based on the Model Driven Developmenisttm be developed within the
PaaSage project, the actual development workflothefinancial application use case
will be further refined and customized to satis¢fg tise case requirements.

Are there any specific requirements and constraintsn the context of individual
steps?

The key technical requirements and constraintenims of the individual steps to be
performed in accordance to the PaaSage workflow are

* Important data security concerns must be considerexd a form of restricted
functionality needs to be provided to financiahfg’ personnel and their clients.
o On a complementary dimension data confidentiabtyaicritical and
sensitive issue for auditing firms and must be eadd 100% . Specific
issues include:
= Secure VPN connection for remote data access.
= Data encryption to facilitate information securitgnd
confidentiality.

» The PaaSage Upperware needs to support portindgpeoffibancial legacy
application and its modules (e.g. database) amarigphe clouds, via the IDE
collection of tools and components to capture teds when developing and
porting models at design-time.

» The PaaSage Executionware needs to provide pladgpeuific mapping and
technical integration to the Application Programgiinterfaces (APIs) of the
execution infrastructure of the Cloud providerdunding possibly:

o Private clouds — database porting for informatiodead security and
confidentiality.
o0 Public clouds — porting application modules.

Additional issues to be addressed are the following
» Platform independence should be maintained indke the cloud infrastructure
changes.
o Portability without vendor lock-in, including dewgiment, testing and
elastic deployment during runtime.
» Services availability must be ensured based orapipdication of the pay-per-
use model for financial services.

On the business side there are the following naadsssues to be addressed:

» The rapid elasticity requirement is critical foetfinancial use case and will be
satisfied by scaling resources on demand and emmgi@aypay per use business
model.

* Maintenance and support will be carried out on atre¢ location which
corresponds to minimum overheads.

» Offer 99.99% uptime with an SLA.
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* Providing disaster recovery.

» Offer SaaS auditing services deployed on custonaessred platform through
a web based interactive tool, which also ensure=raperability with other
operating systems:

o The application will be used by many financial autbmpanies and
clients, therefore users will be using various typd devices and
operating systems on the client side such as lagiomewer as well as
older versions of Windows, tablets on iOS, Andrédndows, etc.

» Offer a faster, more efficient, flexible and efiget way to work while
constantly maintaining operational integrity andll fecompliance with
international financial standards.

Do you use specific tools or technologies?

The financial application is currently Windows-bdsend operates on a client-server

architecture. The client application is installeddlly on the PC of each user. Users are
strictly restricted to the auditing firm staff seathe software can be accessed from the
office. The server installation consists from twartp: the database and application

server.

Which steps are the most important or critical one3

The key step is the porting of the legacy applargtiduring which it is envisioned to

be developed as a web-based application accessbéeweb browser and using web
services running on the server. Hence, the usércanistantly need an active network
connection to access the application, which mayeatlways available. Also, another
important point is that since there is no acceshdoapplication’s source code three
mechanisms could be exploited based on the Paa3agkarchitecture as follows:

1. The profile (characterisation) of the applicationll vibe performed by the
application developers on the basis of what theynkabout the application;

2. Data collected in the metadata database from nramgtoindicates the
characteristics of the application;

3. External experts have knowledge of the charactesistf the application and
will contribute by feeding these characteristide ithe metadata database;

Moreover, remote access and handling of sensitit@ id a critical issue to be ensured
in the above step so as to ensure data confidéytehd security in overall by
maintaining data encryption and a secure netwarksxto those web services through
possibly a setup of VPN network.

Finally, a business requirement that relates totdohnical aspects of porting the
application is rapid elasticity based on a payym-model that should ensure proper
scaling of resources to meet the variable custorioad.

How could the platform make a significant differene@ compared to today’s
practices?

The benefits of the platform in regards to todgy'actices are captured in Section:
Target Picture (to-be).
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5 Summary

This document is a first step towards designingstiygport of extended eScience use
cases in the PaaSage project. The next stepseafitidused on the concretization of the
design and preparation of the first prototype him tlose collaboration of the efforts in
WP3 and WP5 of the project. The experience withpitwtotype will lead to further
refinements of the architecture, mainly towards essible adaptation of the
application at runtime and optimization of multogt deployments.

Moreover, this document captures the initial stadg requirements of the financial
use case and its applicability to the PaaSage girdjee next steps will be focused on
further study and analysis of the languages, achite, tools and methodology of
PaaSage to be developed as part of WP1-5, to rfideapture the final requirements
of the financial case study and use the PaaSatjerpifor the realization of the multi-
cloud auditing application prototype.
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