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1 Introduction

This deliverable describes the final objectives aeduirements of the system
resulting from the analysis iterations of the pcoj@he deliverable will provide full

traceability of the requirements with respect t® BaaSage use case domains as there

are industrial cloud, eScience, and the publicosect

The traceability with respect to PaaSage componeititalso be specified along with
the rationale for assigning the requirements taatiehitectural components.

Finally the deliverable will contain traceability the integration tests that were used
to verify that the integrated components met tistesy requirements.

The requirements described in this document aredoas deliverable D6.1.1 (initial
requirements) and extend the description for evagnario of each application
domain. The application domains used for this dceninare:

Flight scheduling (industrial sector, provided b§Y)

Industrial Enterprise Resource Planning (industrsa&ctor, provided by
BEWAN)

Financial services (industrial sector, providedlyY and IBSAC)

Complex scientific applications/data farming (e@ce sector, provided by
AGH)

Resource intensive simulations including the autbreodomain (eScience
sector, provided by HLRS/ASCS)

Human milk bank (public sector, provided by EVRY)

For details of these use cases see also delivdpéblel, chapters 3 to 6.

The main goal of this document is to capture tlygirements that different potential
adopters of cloud technology will have about they wadeploy new applications or
migrate existing applications onto a cloud. To he#tus goal, this deliverable will

describe the final scenarios for future usage efRhaSage method and tools at a very

detailed level.

This detailed description of each scenario enadllesse case stakeholders to define
and execute the integration tests to verify thegrated components of PaaSage.

Furthermore, the scenarios described here andrthleréquirements gathered are the
foundation for the realisation of the demonstratteseloped by WP7. Following the
aforementioned sector-related structure, the detradnss will show the applicability
of the PaaSage system. Depending on the use casensieated, different key
feature, like application optimization or procesgeraction, are in the focus of a
particular demonstrator.

Note this deliverable is not about the detailedunemments specifications of
components to be developed within technical PaaSasgks. Such work will be
carried within the PaaSage work packages WP2-5 omptiance with the
architectural guidelines defined by WP1.
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The deliverable will detail each of the use cass®d above. It is structured as
follows:

The general template structure used for each useisalescribed in Section 2.
Sections 3 to 8 detail each use case listed ukiagamplate.

Section 9 gives a synthesis consolidating, struagurand highlighting
common requirements across the cases.

Section 10 summarizes with a conclusion and arooki!
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2 Introduction of the Structure

We describe here the general template that wifblbewed by each use case.

This section aims at describing what each compsaroing in general; what are the
classes of products or processes which can be we@rby using cloud computing in
general and especially by using the PaaSage methedneaning of this chapter is to
recap the use case background and to highlightrakgts with respect to what was
described in deliverable D6.1.1

This description is refined in the subchapters:

Selection of the use case scenario
Overview over the prototype
Motivation for the cloud

This chapter describes the scenarios, followingsthadard scheme (SEI ATAM).

Below you can find some definitions e.g. the typescalability, deployment models
and other terminology which are used by the use sesnarios.

The following scaling operations are relevant fog tise case.

Scale up:

Increases e.g. the number of cores within one rardthe available main

memory (RAM). There might be a restart of the aggilon necessary or the
added resources are only available for applicasiervices started after the
scale-up operation.

Scale down:

The counterpart of scale-up, to free resourcefioer applications. Freeing
resources might also require a restart or a shutdwwhe affected application
services.

Scale out:

This means adding more computational resourcdsetexisting infrastructure

of the system. A common use case is cloud bursitingase of a high demand
of computational power for a limited period of time

Scale in:

Reduce the resources if there is no need. SaveBied power and money
and/or frees these resources for other cloud agifits.

We distinguish the following deployment models

1 See alsdnttp://en.wikipedia.org/wiki/Cloud computing#Deploent models

10
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Private cloud:

A private cloud infrastructure is solely operatgdabsingle organization. This
can be done in-house or out-sourced.

Public cloud:

A cloud infrastructure is called public, when thervsces are only available
over public networks (Internet); there is no direohnectivity. The services

might be also publicly available.

Hybrid cloud:

The combination of at least two cloud infrastruetur a private cloud and a
public cloud. Possible use cases include providemyice to a public audience
together with e.g., private computation etc.

Another use case is cloud bursting, to extend fwiwéoud resources during
spikes in processing demands.

Distributed (single) cloud:

The cloud services are provided by a distribute¢do$enachines, running at
different locations while still connected to a deaxgietwork (i.e. a single

cloud).

More than for private cloud deployments the followiaspects came to the fore for
hybrid-, public or distributed cloud deployments:
Data partitioning
The reasons for data partitioning can be due to:
Data confidentially restrictions or regulations:
Company restrictions and/or legal constraints nagd the location of data
storage or processing.
Near-edge location:
Locate services and/or data near by the user tonze the response time or
reduce the network traffic.

Security
Data privacy (see also data partitioning)
Network security (use of SSH, virtual private netkgoetc.)
Access control

Multi tenancy:
This can be treated like a virtual cloud environtnen. for the sake of simplicity we
can reduce it to this.

In some of the use case scenarios there are reéxém KPIs. This is done there in an
informal way. A formal KPI definition is out of spe for this deliverable and can be
defined within the project in a later stage.

11
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This chapter is filled with the complete list oksarios covered by each use case.

Subchapters can cluster several scenarios togatlethe following use case template
can be used to describe the quality attributeb@firoup:

Use case identifier and short description.

Description Goal to be achieved by this use case — from thet pbiview of
the actor that initiates this use case.

Prerequisites References and citations relevant to the use case.

(CIEUCIIEEDRA Conditions that must be true for use case to bsilpesor to
Assumptions terminate it successfully.

Steps Interactions between actors and system those aessary to
achieve the goal.

VEUEUE Any variations in the steps of a use case.

(optional)

OIVEIWAANI NI Quality attributes that apply to this use casesTéia short
description what the actor using the target systrpects.

Issues This section describes typical issues/problemsdbetr; things
in the current system that should be avoided irfuhee.

The scenario descriptions follow a standard sch@&é ATAM):

Scenario Id A unique identifier to refer to the scenario easib.g. a
combination of an abbreviation of the scenario typel a
number like SO-1 (scale out) etc.

A short, descriptive name.

Scenario Type Categorization, might be refined e.g. in qualityibutes, like:
- Scalability
- Multi customer (different time zones, load disttion
etc.)
- Security

Artefact The artefact treated by the scenario.

Context The status of the artefact and the environment (e.¢erms of
conditions) in which the stimulus arrives.

Stimulus The event or condition arriving at the artefacsagotion of the
source (might be internal or external), e.g.:

Latency (time interval between the stimulation dahd
response)

Expected load (like intensive process has finisihedyvy
calculation is planned soon, ...)

Response The expected reaction or behaviour of the artetactthe
stimulus. Formulate expectations with respect tx@ss steps in

12 115




PaaSage workflow or specific for subject systeip, model:

Software
Technology stack
Origin and desired target status

Stimulus condition and rules as precise as possible
related to models

REE L SEAVEEEIE: A measurable description of the response, allowiregdecision
whether the scenario is fulfilled.

Response measure, covers:

System properties: Cost, performance, infrastrectur
utilization

Process properties: Cost of change, time, quasky/r
Security violations: Provider, locations

SO-LAT-1
Scale out due to network latency

Scenario Id
Scenario Name
Scenario Type
Artefact

Latency reduction
WEB-UI in conjunction with the FleetManager compone

Context The (network) latency time is higher as a configigalimit

since a specified amount of time.

Stimulus Network monitoring signals significant latency plei over the

last minutes.

Response The system moves the service onto a cloud envirahwéh
lower latency. This might be a different providar @ cloud

provider near by the user of the service.

SES N EENVEEEIG The average latency reported by the network mangdiacility
drops below a specified limit.

m
x
o
3
o
@

This section groups several scenarios togetheedsrer reference in the following
sections. The groups not necessarily need to hendisre. Below you find the
structure and an example.

Scenario  Scenario Ids Description

Group Id
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Example:

Scenario  Scenario Ids Description

Group Id

SOG-LAT-1 SO-LAT-1, SO-LAT-2, ..., SOt Scale out scenarios triggered by latency related
LAT-42 stimuli.

SOG-MEM-1
! ! #

This section describes the mapping between theadagroups) of different scenarios
and the PaaSage components.

New application Legacy application M] ﬁ
| ‘mm

, ochier N S———
[ o I \
E Cloud ML Application Model
(3 ¢ Archtectural moded
3 ¢ Dependency model
¢ Data flow model Oevge dme
g *  Extra functional veity model “’"’“““WI
.! | L ey 8t e irtell geee Oatra Ancronael ; |
8 a prof ler ‘ reasorer ‘ sdacton g
3T | ; g
9 ‘ Caeoution O
i Caecution Caecution A Plattorm woec Ac
Cererol v oA g v ~ai0 A
\ & /

Execution environments

The following table describes how each scenariougronaps to the PaaSage
components.

Scenario CAMEL Metadata (Profiler, Executionware Community/
Group  (Appl. Reasoner, (control, monitoring, MDDB

Id Model) adaptation)

Adapter)
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Example:

Scenario CAMEL Metadata (Profiler, Executionware Community/

Group  (Appl. Reasoner, (control, monitoring, MDDB

Id Model) Adapter) adaptation)

SOG- Latency The Reasoner uses the Executionware measures Data about

LAT-1 specification | monitoring data to ..... the latency of the network network
for network Uses the MDDB to related components ... | latency, costs
related find a better provider | Components are moved | and the
components. | which still satisfies ... | to ... locations
Defined in serviced by
WS- different cloud
Agreement .... providers

$ !

The following table maps several Scenario groufs @me integration test group. The
aim of this chapter is to describe the connectibthe scenario groups(s) and the
different integration test scenarios.

Integration tes! Scenario group Id Description

scenario group

Example:

Integration tes! Scenario group Id Description

scenario group

ITG-1 SOG-LAT-1, SOG- Integration tests which focus on latency relateadesc
LAT-2, SOG-FOO-1, | out/ scale-in scenarios.
SIG-BAR-2
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3 Industrial Sector Case — Flight Scheduling
This case is supported by Lufthansa Systems (LSY).

From the wide variety of airline applications Ludtisa Systems offers, we selected an
application from the NetLine product suite, which used for airline schedule
planning, called NetLine/Sched.

Today's airlines need to permanently revise thelredule plans in response to
competitor actions, or to follow updated sales aratketing plans, while constantly
maintaining operational integrity. This makes seallednanagement a very complex
process. These challenges call for a state-of#theseheduling system which
optimally supports the development, managementigptementation of alternative
network strategies. NetLine/Sched supports all @spef schedule development and
schedule management. It offers powerful and easyséoschedule visualization and
modification, supports alternative network stragésgiand schedule scenarios and
measures the profitability impacts of alternatiebeduling scenarios. The system is
used every day by more than 45 airlines aroundjliblee, ranging from small to large
carriers and using different business models.

For the scope of the PaaSage project, LSY provalgsrototype with reduced
(business) functionality compared to the existingtlhe/Sched system. This is
because of different reasons:

The NetLine/Sched software is closed source.

Current version of NetLine/Sched is not build asagplication which could
gain from a cloud system in a way we want to faouBaaSage.

With this prototype LSY will focus on demonstratingw architectural styles
and technologies and not on specific business ifumetity.

Therefore, LSY started the development of a prg®tipgether with another project
partner, the AGH University in Krakow (done as adiéa thesis). The key aspects of
the prototype are:

Provide a minimal flight scheduling service, with:
0 Legs and (aircraft) rotations
o0 Some exemplary schedule validity checks
0 Some exemplary reports
Use a simple domain with minimal business functiijman schedules, legs
etc.
Put the focus on the architecture and on cloudipedtributes
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The prototype is developed in Scala (i.e. it runstllee JVM) and uses the Actor
pattern (using the AkKgramework), Event sourcifiga distributed publish-subscribe
event bus etc.

The architecture also makes use of the CORStern and is developed with the
DDD?® approach. The goal is, to build a highly scalaiid distributed application, to
proof the added value of the PaaSage frameworktsimabls.

The following architecture diagram shows the relaghips between the
command/query interfaces, implemented as RESTfulicge components and the
write model as well as the one to many read mogdel(s

According to the CQRS pattern, the event sourcurgtionality of the write model
publishes so-called domain events continuouslhéocbnnected read model(s).

class Software@Devtime

wservicelntefaces
Commandinterface

r} boolean

winterfaces
Writehodel

« Technologys
REST

1

wsarvicsinterdfaces
UserServices

1|+ deletel=gl}
= madifylagl)

eoid
wvoid

+ authenticate]) “void

=
Flow
\\ 1 winterfaces * \”
b ReadModel .
b %
\ +  getAllFlightsTouchingAsl) -void \
&) : i
\ asth oid A\
% + - getil niy void b

ae
2 5 e %

= k)
wservicelnterfaces 1

Guerylnterface \\i

+ GET/lLegl) woid

sinterfaces
CheckModel

1. =| + chedirp nuityls void
+ ghecMinGroundtimedy void

Figure 3.1: Overview of the Flight Scheduling prottype architecture

During runtime, the various deployment artefacts t® deployed into different
environments. The following diagram shows only ameample, using 3 nodes
together with a supporting company LDAP servertler user authentication.

2 Akka frameworkhttp://akka.io

3 E.g. Martin Fowlerhttp://martinfowler.com/eaaDev/EventSourcing.html
4 E.g. Martin Fowlerhttp://martinfowler.com/bliki/ CQRS.html

® http://en.wikipedia.org/wiki/Domain-driven_design
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cmp Software@Runtime 7

i y z «Systemn, VirusIhfachines
«System VirtualWachines Airline A
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wexecuticnEnviranments
«executionEnvircnments Jvm
Jv

«Deployment Artefacts j 1 | = “"e:l:);-';"i"::i"‘efad” =
Writeflodel o R S

Sk o) «Deployment Artefacts j
«Deployment Artefacts __'I CheciMaodel
DatsStore (embedded)

«Deployment Artefacts __'I
DataStore (db server)

aSystema

«System, VirtuallMachines
Company LDAP Server

HTTP/RE 5T server

«executisnEnvirenments
SV

«Depleyment Artefacts j
Commandinterface

User A «Deployment Artefacts __'I aflows
Queryinterface

User B

«Deployment Artefact: j
UserService

Figure 3.2: Example deployment of the Flight Scheding prototype

From year to year, the airline industry has thellehge of working more and more
cost effectively. Cooperation's and mergers happerse the synergetic effects and to
establish the necessary market power.

To meet these challenges, the airline companiexd,n@mongst other things, an IT
infrastructure, application landscape and systeeraipn with high flexibility and
usability. The applications must support differéamds of collaboration models,
better than today.

To support such strategic alliances of individudires (i.e. former competitors) the
companies need the aforementioned flexible infuastire and application software.
These environments must be able to perfectly sevahically and horizontally.
Therefore, besides the infrastructure, the usedicappn software must be designed
to scale and to efficiently use the given resources

Cloud computing will be one of the key factors thiave this flexibility. A company
which develops application software to run in audi@nvironment needs abstraction
from specific cloud service providers to preventeamdor lock-in, to allow shorter
development cycles for new products and to gaintiatdl! benefit for the application
user by providing advanced system management é&satur

The following chapters highlight the aspects oftays operation and application
development in more detail.
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As previously mentioned, Lufthansa Systems offeyuistomers the entire range of
IT-services, including consulting, development aimmdplementation of industry
solutions, as well as operations.

From operational point of view, the use of cloudvems for significant reduction of
costs (as it can be realized by pure virtualizgtisra major issue. This reduction will
be implemented through a homogenous infrastruchyeusing cloud platform
standards. Using the PaaSage method enables esalizerthese factors also across
different cloud infrastructures. Supporting depl@&rninto hybrid clouds easily (build
up on customer and provider cloud infrastructuisspnother key benefit of the
PaaSage method.

This homogenization of the infrastructure might the basis for a homogeneous
application landscape. This in turn improves cadstéd processes around.

Lowering the heterogeneity of the infrastructurd #me application landscape as well
as the process diversity has a direct impact orstidé structure. There is less special
gualification for people needed and due to autocthatmtrol of the operation there is
even less personnel needed at all.

Application development is a huge part of the Laftta Systems portfolio. The
offered software products are flexible and highlgtomizable. They share data with
other products whenever it makes sense.

Developing applications which are designed to ranai cloud environment will
benefit from at least these topics:

Reduced complexity
Improved quality
Reduced development time / reduced cost

Reduced complexity

Modularization enables us to develop in a feataseld approach. Subsystems and
services are then more decoupled and well documientd therefore the demand to
know every part of the system is lower than today.

Operational aspects are hidden by the cloud aatbite Standardized persistence
models can be offered by the cloud environmentus®dl by a service. Scalability is
inherently supported by the cloud infrastructuréné application service is designed
according to the cloud design patterns.

Improved quality

Test scenarios gains from a better modularizatisnwell as from the cloud
infrastructure itself.

Modularized systems might be tested in a down-dcaédst scenario (before the
integration test is executed). Only the changedises need to be tested by the
developer and/or the test team.

Provisioning of an adequate test environment shbeldonsiderably easier in a cloud
infrastructure than configuration of a non-virtaali, conventional environment.
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Reduced development time / reduced cost

The aforementioned change of test execution of taoded systems is also reflected
by the development process. A more iterative paeesdel is supported by such
service oriented architecture. The feedback loofwéen requirements analysis,
prototyping and the customer is much more agile thefore.

This will result in shorter development cycles atmkrefore the project can be
finished with reduced cost.

This chapter describes the scenarios, followingstaadard scheme (SEI ATAM).

It introduces first the different types of metriaad stimuli and the collection of
metrics as used for the LSY use case and referdnctte following scenarios.

This section summarizes the metric sources andiana&tection which can act as
stimuli e.g. for a scaling operation.

!
System

Memory consumption:

Free / used main memory (RAM)

Network latency:

Latency describes the time interval between stitraiaand the corresponding
response. For network connections the round-ttgnlay is mostly meant.
The network latency is very important for a respoeasystem design (e.g. a
Web Ul). The latency is measured in milliseconds][m

Network bandwidth:

The throughput of the network connection, measimed.g. Mbit/s. A high
network bandwidth is necessary to transfer huge uatsoof data in a
reasonable time (e.g. huge data sets to displahewl, file downloads, HD
media streaming etc.)

CPU load (system or user load):

The run-queue length of the computational procgssmt (CPU) of the node
in a time period (e.g. 1 minute, 5 minutes etcA. high run-queue length
indicates a high number of waiting processes tmgeaine of the CPU cores.

Application
Execution environment / Java GC metrics
Memory:
Heap memory usage:
The used and committed heap.
Non-heap memory pool usage:
The used code cache and used CMS (Concurrent Made[§ permanent
generation space.
Garbage collection:
The garbage collection CPU time.
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Class count:

The loaded and unloaded class count for the JVM.
Thread count:

The current number of active threads in the JVM.
Thread pool:

The active and idle thread count for the pool.

Computation (Actor related)

Message processing time:

Per actor time to process one message.

Time waiting in (queue-) mailbox:

Message waiting time in the in-queue (aka maillaigne actor.
Mailbox (queue) size:

Number of messages waiting in the in-queue of &orac

REST / WebUI

Processing time for incoming requests:

Time to process an incoming REST or Ul request. &xior based HTTP
frameworks (like akka-http), this metric relates tbe actor message
processing time metric.

Services
Database

TX count

Number of transactions (writes) per second.

Query rate

Number of executed database queries per second.

Storage
Free space
Transfer rates (similar to the bandwidth definitadrove).
Response time (similar to the latency definition).

The above metrics can be collected and evaluatatifierent ways. They can be
taken as an:

absolute value

a trend or a moving average

as histograms or buckets
The last metric collection can be evaluated by gigiarcentiles. Percentile metrics
can be interpreted as follows: the 95th perceptiat indicates that 95% of measured
values were less than the metric value. It providesense of how the values are
distributed.
Metric collection and evaluation should be sepairatee way that the collection does
not make presumptions on the evaluation. This isesgary to have as much as
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possible data points available to switch betwedierdint evaluations or to introduce
even new evaluation algorithms and run them orohésinetric collections.

For the description of the scenarios, we use ordulzset of the above metrics. The
reason is that several metrics are subsets ofo{eay. a problematic heap memory
usage of the execution engine might also leadanteain memory issue) or different
metrics are handled in the same way as describ#n ifollowing scenarios.
The following abbreviations are used in this table:
- 'H for REST HTTP handler actor

‘W’ for the write model actor system

‘C’ for the read model for checks

‘R’ for the read model(s) for report

Scale-up | Scale- Scale-out | Scale-In
down

System

CPU load (user/system)| HW,C,R | HW,CR| HW,C,R| HW,CR
[trend]

Memory consumption HWCR | HW.CR| HWCR| HWCR
[trend]

Network latency H,W,C,R H,W,C,R
[histogram/percentiles]

Network bandwidth H,W,C,R H,W,C,R
[histogram/percentiles]

REST

Processing time for H,W H,W H,W H,W

incoming requests
[histogram/percentiles]

Computation

Mailbox size w w W W
[histogram/percentiles]

Database

Query rate R R

Storage

Free space W,R
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n #
Scaling due to CPU related issues

Description Scale up/down or out/in due to computing resou@iel)
reasons.

Prerequisites To support scale up/down, the operating systemoa ok
(DL ENBEWWES R application must be capable to integrate or to re@PU
Assumptions resources without a restart.

For scale out/in the application must be capabbiswibute
themselves over several nodes and also to rev@ssprocess
(aka capability to ‘breathe’).

Steps (see chapter ‘3.4

Traceability with respect to PaaSage components’)
Variations Scale out over the boundary of the (current) clemdronment,
(optional) e.g. bursting from a private cloud into a publioud.

OIVEIWAAN NI Elasticity of the application due to changing dedsaf
compute power. Fulfils the SLAs with minimum costs.

Issues High costs due to upfront allocation of computirogver, still
insufficient compute power for peaks and wasteownfjguting
resources for dead seasons.

Scale-up due to a CPU bound application component
CPU load adaptation
REST/HTTP service, write-model, read-model, cheddet

Context The CPU load of the VM is higher than 70% sincepacstied
amount of time.

Stimulus VM monitoring signals a CPU bounded application-poment.
The trend of the CPU load indicates a steady riseven a
constant high load.

Response The system increases the number of cores assottatbd VM.
If this is not possible a scale-out action needsetériggered.

SES L EEAVEEEIE The CPU load reported by the VM monitoring facilidyops
below 70%.

Scenario Name Scale-down due to an idle or less active applicatio
component.
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Scenario Type
Artefact

CPU load adaptation
REST/HTTP service, write-model, read-model, cheddeat

The CPU load of the VM is lower than 40% since acsed
amount of time.

Context

Stimulus VM monitoring signals a less active or inactive lagadion-
component. The trend of the CPU load indicates emdst

decrease or even a constant low load.

Response The system decreases the number of cores assomatesl VM.

If this is not possible a scale-in action needsedriggered.

SES L EERVEEEIE The CPU load reported by the VM monitoring faciltgnstantly
rises above 40% and below 70%

SO-CPU-1

Scale-out due to a CPU bound application component
CPU load adaptation

REST/HTTP service, write-model, read-model, cheddet
Relates to SU-CPU-1.

SU-CPU-1 triggers scale-out.

Scenario Id
Scenario Name
Scenario Type
Artefact
Context
Stimulus

Response The system starts a new service instance withirclier in the

same cloud or moves the cluster to a differenta&lenvironment
with more powerful CPU resources. This might alse &
different cloud provider.

SES L EEAVEEEIE The load balancer uses the new instance and the IG&d)
reported by the VM monitoring facility drops beld®%.

SI-CPU-1

Scale-in due to an idle or less active applicatiocomponent
CPU load adaptation

REST/HTTP service, write-model, read-model, cheddet
Relates to SD-CPU-1

SD-CPU-1 triggers a scale-in.

Scenario Id
Scenario Name
Scenario Type
Artefact
Context
Stimulus

Response The system shuts down the service instance runming cloud

provider with the highest cost (maybe the one \itth number
of used cores).

RES e EENVEEET: The CPU load reported by the VM monitoring facildgnstantly
rises above 40% and below 70%
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Scaling due to memory related issues

Scale up/down or out/in due to main memory (RAMatex
iIssues.

Prerequisites To support scale up/down the operating system arioko
(DLEIENLEWWEES R application must be capable to integrate or to reRAM
Assumptions resources without a restart.

For scale out/in the application must be capabtiidibute
themselves over several nodes and also to reuassprocess
(aka capability to ‘breathe’).

Steps (see chapter ‘3.4

Traceability with respect to PaaSage components’)
Variations Scale out over the boundary of the (current) clemdronment,
(optional) e.g. bursting from a private cloud into a publiouz.

OIVEIWAANI IS Elasticity of the application due to changing dedsaf main
memory. Fulfils the SLAs with minimum costs.
High costs due to upfront allocation of huge amsuwitmain

memory, still insufficient main memory for peakslamaste of
main memory resources for dead seasons.

Scale-up due to a memory bound application componén

Memory adaptation

REST/HTTP service, write-model, read-model, cheddet

Context The memory consumption of the VM is quite high .(itke
system starts paging/swapping etc.).

Stimulus VM monitoring signals a memory bounded application-
component. The trend of the memory consumptioncatds a
steady rise or even a constant high value.

Response The system increases the amount of assigned mammongeto
the VM. If this is not possible a scale out actiogeds to be
triggered.

FES QN EERVEEETE The main memory usage reported by the VM monitofawyity
drops below a configurable border (respectivelysysem stops

paging/swapping).

Scenario Name Scale-down due to application components with veryow
memory usage.

Scenario Type Memory adaptation
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Artefact REST/HTTP service, write-model, read-model, cheddat

The memory consumption is quite low.

Stimulus VM monitoring signals a low memory consumption loé tVM.
The trend of the memory consumption indicates aadste
decrease or even a constant low value.

Response The system revokes a significant amount of assigmedn
memory from the VM.

FES L EENVEEEIE The main memory usage reported by the VM monitofaggjity
indicates a better resource usage but a configurscentage of
assigned main memory is still left unused.

Scale-out due to a memory bounded application compent.
Memory adaptation

REST/HTTP service, write-model, read-model, cheddet
Relates to SU-MEM-1.

Stimulus Monitoring as described under SU-MEM-1 shows higénmory
usage, but actions defined for SU-MEM-1 cannot be
implemented (e.g. due to lack of available main memn

Response The system starts a new service instance withircliger in the
same cloud or moves the cluster to a differentctienvironment
with more main memory resources. This might also e
different cloud provider.

RES S EENVEERTG: The load balancer uses the new instance and the mamory
usage reported by the VM monitoring facility indies a much
better resource usage.

Scenario Id SI-MEM-1

Scenario Name Scale-in due to application components with very lo
memory usage.

Scenario Type Memory adaptation
Artefact REST/HTTP service, write-model, read-model, cheddeat
Context Relates to SD-MEM-1

Stimulus Monitoring as described under SD-MEM-2 shows a Jery
memory usage for some of the cluster nodes.

Response The system shuts down the service instance runming cloud
provider with the highest costs.

SES N EENVEEEIE The memory usage reported by the remaining VM nooinid
facilities indicates a much better resource usage
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Scaling due to network related issues

Scale out/in due to network latency and/or netwiakdwidth
reasons.

Prerequisites To support scale out/in, the application must h@abée to
(DL ERWEES R distribute themselves over several nodes and alsaverse this
Assumptions process (aka capability to ‘breathe’).

Steps (see chapter ‘3.4
Traceability with respect to PaaSage components’)

Variations Scale out over the boundary of the (current) clemdronment,
(optional) e.g. bursting from a private cloud into a publioud.

Quality Attributes

Responsiveness of the application due to changiagsl Reacts
to user inputs or M2M communication in a timely man
Fulfils the SLAs with minimum costs.

Issues High costs due to upfront allocation of nodes wéasonable
network connection. Still insufficient network latgy or
bandwidth due to unavailable near-edge locationso(mn data

centre available etc.).

SO-LAT-1
Scale-out due to high network latency

Scenario Id
Scenario Name
Scenario Type
Artefact

Latency reduction
REST/HTTP service, write-model, read-model, cheddat

The (network) latency time is higher as configuealomit since
a specified time. The usage of histograms and pgleg can
improve the metric evaluation.

Context

Stimulus The Network monitoring facility indicates a sigo#int high

latency over the last (configurable) period of time

Response The system moves the service onto a cloud envirahwéh
lower latency. This might be a different provideFor
components with extreme demands to responsibility
(REST/HTTP service), the selected cloud environnséould be

located near to the user of the service (near-egigeation).

REE L CAVEERIG The average latency (e.g. for the 95% percentpdited by the
network monitoring facility drops below a specifikaiit.

SI-LAT-1

Scale-in due to a considerably low network latencyogether
with high costs (for the cloud provider in use).

Scenario Id

Scenario Name
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Scenario Type
Artefact

Latency & SLA/Cost optimization
REST/HTTP service, write-model, read-model, cheddat

The (network) latency time is considerably low btthe same
time the application is scattered over differentoud

environments with higher costs than necessary. ddsbe the
result of a scale-out, happened before (e.g. SO-LATogether
with a changed application usage profile meanwhile.

Context

Stimulus The Network monitoring facility indicates a congiaaly low

latency over the last (configurable) period of time

Response The system shuts down the service instance runming cloud
provider with the highest cost. If the componemsrunto a
cluster, the load balancer redirects the requestiset remaining
nodes. If the service instance is the last remgimsstance, the

system spawns a new instance on a cheaper cloudmment.

REE L EAVEERIE Costs decrease by a substantial amount but silbthAs are not
violated.

SO-NBW-1
Scale-out due to low network bandwidth

Scenario Id
Scenario Name
Scenario Type
Artefact

Performance improvement
REST/HTTP service, write-model, read-model, cheddet

The network bandwidth is lower as configurable tisince a
specified time. The usage of histograms and paftesntan
improve the metric evaluation.

Context

Stimulus The Network monitoring facility indicates a sige#éint low

bandwidth over the last (configurable) period ofei

Response The system moves the service onto a cloud envirahrvgh a
better network connection. This might be a différprovider.
For components with extreme demands to resportgibiigether
with higher amount of data to be transferred (reemtlels) the
selected cloud environment should be located reetret user of

the service (near-edge relocation).

FES L EEAVEEEIE The average bandwidth (e.g. for the 95% percentpdrted by
the network monitoring facility is higher as theesfied limit.

SI-NBW-1

Scale-in due to a considerably too high network baiwidth
together with high costs (for the cloud provider inuse).

Scenario Id

Scenario Name

Scenario Type
Artefact

Performance improvement & SLA/Cost optimization
REST/HTTP service, write-model, read-model, cheddet
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Context The network bandwidth is considerably high but tapacity is
not used by the application. The application migéatscattered
over different cloud environments with higher codtsan
necessary. This can be the result of a scale-appdned before
(e.g. SO-LAT-1, SO-NBW-1), together with a changed
application usage profile meanwhile.

Stimulus The Network monitoring facility indicates a congialely high
network bandwidth not used by the application othex last
(configurable) period of time.

Response The system shuts down the service instance runming cloud
provider with the highest cost. If the componenbsrunto a
cluster, the load balancer redirects the requestiset remaining
nodes. If the service instance is the last remgimstance, the
system spawns a new instance on a cheaper cloudmment.

Costs decrease by a substantial amount but silbtbAs are not
violated.

& ()+)

Scaling due to processing time for incoming recaest

Description Scale up/down or out/in due to processing timeaess
In principle, the scale out/ scenarios relateiéodomputing
resource (CPU) scenarios. The difference is thedan tuning
of the existing parallel execution capabilitieg(¢hread pools
etc.).

Prerequisites To support scale up/down, the operating systemoaiaké
(LEIENLEWWEES R application must be capable to integrate or to remaanged
Assumptions resources (e.g. thread pool resizing) without tares

For scale out/in, the application must be capabhidtribute
themselves over several nodes and also to reuassprocess
(aka capability to ‘breathe’).

(see chapter ‘3.4
Traceability with respect to PaaSage components’)
Scale out over the boundary of the (current) clemdronment,
(optional) e.g. bursting from a private cloud into a publiouz.
OIVENWAAN NI Elasticity of the application due to changing dedsaf

compute power to stay responsive. Fulfils the Siavith
minimum costs.

Wasting existing compute power by misconfiguratdihe
application.

High costs due to upfront allocation of computirogver, still
insufficient compute power for peaks and wasteownfjguting
resources for dead seasons.
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SU-RPT-1
Scale-up due to high processing time for incomingequests

Scenario Id
Scenario Name
Scenario Type
Artefact

Performance improvement
REST/HTTP service

The processing time for incoming requests is higtieen a
configurable limit. The usage of histograms andcestiles can
improve the metric evaluation.

Context

Stimulus The application monitoring (e.g. using KAMON, Akka
monitoring, etc.) signals a high processing time if@coming

REST requests.

The system tries to tune the thread pool for Akk# ocreases
the number of cores associated to the VM. If thiaat possible
a scale-out action needs to be triggered.

Response

SES I EERVEEEIE The processing time drops below the configuralohet i

SD-RPT-1

Scale-down due to considerably low processing timegether
with high costs (for the cloud provider in use).

Scenario Id

Scenario Name

Cost reduction
REST/HTTP service

The processing for incoming requests is much fasban
necessary (by the given SLAs). The usage of hiatogrand
percentiles can improve the metric evaluation.

Scenario Type
Artefact

Context

Stimulus The application monitoring (e.g. using KAMON, Akka
monitoring, etc.) signals a low processing time fmcoming

REST requests.

The system tunes the thread pool for Akka (decremseof
threads) or it decreases the number of cores adsdcto the
VM. If this is not possible a scale-in action ne&albe triggered.

Response

REE I EAVIEERIE Costs decrease by a substantial amount but silbthAs are not
violated.

SO-RPT-1
Scale-out due to high processing time for incomingequests

Scenario Id
Scenario Name
Scenario Type
Artefact

Performance improvement
REST/HTTP service
Relates to SU-RPT-1
SU-RPT-1 triggers scale-out

Context

Stimulus
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Response The system starts a new service instance withircliger in the
same cloud or moves the cluster to a differentctienvironment
with more powerful processing capabilities (CPUorgses).
This might also be a different cloud provider.

SES L ECEAVEEEIE The load balancer uses the new instance and tloegsiog time
drops below the configurable limit.

Scale-in due to a considerably low processing timegether
with high costs (for the cloud provider in use).

SLA/Cost optimization

REST/HTTP service

Relates to SD-RPT-1
SD-RPT-1 triggers a scale-in

Response The system shuts down the service instance runming cloud
provider with the highest cost. If the componemtsrin a cluster,
the load balancer redirects the requests to thaineng nodes. If
the service instance is the last remaining instattue system
spawns a new instance on a cheaper cloud envirdnmen

Costs decrease by a substantial amount but silbtbAs are not
violated.

, " $

Scaling due to application computation/processime t

Description Scale up/down or out/in due to computation timeoea in the
write-model.

In principle, the scale out/ scenarios relatesiéodomputing
resource (CPU) scenarios. The difference is thedan tuning
of the dispatcher and the existing parallel executiapabilities
(e.g. thread pools etc.).

Prerequisites To support scale up/down, the operating systemoa ok
(DL ENBEWWES R application must be capable to integrate or to reahanged
Assumptions resources (e.g. thread pool resizing) without tares
For scale out/in, the application must be capabhiidtribute
themselves over several nodes and also to rev@ssprocess
(aka capability to ‘breathe’).
Upsizing:

1. Tune the dispatcher configuration and the parallel

execution capabilities (e.g. thread pool)

2. Increase the number of cores
3. Scale out
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Downsizing:
1. Scalein
2. Decrease the number of cores
3. Tune the dispatcher configuration and the parallel
execution capabilities (e.g. thread pool)

(see also chapter ‘3.4

. Traceability with respect to PaaSage components’)

Variations Scale out over the boundary of the (current) clemdronment,
(optional) e.g. bursting from a private cloud into a publiouz.
OIVEIWAANNIS Elasticity of the application due to changing dedsaf

compute power to stay responsive. Fulfils the Siavith
minimum costs.

Issues Wasting existing compute power by misconfiguratdihe
application.
High costs due to upfront allocation of computirogver, still
insufficient compute power for peaks and wasteowfjguting
resources for dead seasons.

Scale-up due to high (actor) mailbox size

Performance improvement

Write-model

The mailbox size of an actor is perpetually incieg size.

Stimulus The application monitoring signals increasing sifemailbox
(queue) length.

Response The system retunes the thread pool of the correipgn
dispatcher within the limits of the used VM (no. afailable
cores). If the limits are reached, a different sagb action (SU-
MBX-2) needs to be triggered.

The mailbox size goes down to a reasonable size.

Scenario Name Scale-up due to high (actor) mailbox size w/ fullyutilized
thread pool

Scenario Type Performance improvement
Artefact Write-model
The mailbox size of an actor is perpetually inciregs

Stimulus The application monitoring signals increasing sitemailbox
(queue) length together with a fully utilized thdegool
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I iouration

Response The system increases the number of cores assot¢mted VM
and tunes the thread pool configuration accordiniiithis is not
possible a scale-out action needs to be triggered.

The mailbox size goes down to a reasonable size.

Scenario Name Scale-down due to very small average (actor) mailosize
(underutilized thread pool)

Scenario Type Cost optimization

Artefact Write-model

Context The mailbox size of an actor is constantly low orere
decreasing together with a corresponding thread | poo
configuration which causes an underutilized threaal.

The application monitoring signals constantly snralailbox
sizes.

Response The system retunes the thread pool of the correipgn
dispatcher (within given lower limits) of the use#l. If these

limits are reached, a different scale-down actiSD-{(MBX-2)

needs to be triggered.

SES L NECEAVEEEIE The mailbox size may increase but stays still beltvwe
configurable limit.

Scenario Name Scale-down due to very small average (actor) mailosize
(underutilized VM)

Scenario Type Cost optimization
Artefact Write-model

Context The mailbox size of an actor is constantly low tbge with a
corresponding thread pool configuration alreadyusigid to the
lower limits.

The application monitoring signals constantly snralailbox
sizes.

Response The system decreases the number of cores assotatieel VIV
and retunes the thread pool accordingly. If thisas possible a
scale-in action needs to be triggered.

SEE N ECAVEEEIG The mailbox size may increase but stays still beltve
configurable limit.
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Scale-out due to high (actor) mailbox size
Performance optimization

Write-model

Relates to SU-MBX-2

SU-MBX-2 triggers a scale-out

Response The system starts a new service instance withircliger in the
same cloud or moves the cluster to a differentctienvironment
with more powerful processing capabilities (CPUoreses).
This might also be a different cloud provider.

SESOLECEAVEERRG The load balancer uses the new instance and thibaxasize
falls below the configurable limit.

Scenario Name Scale-in due to a very small average (actor) mailxosize
(cost optimization)

Cost optimization
Write-model

Relates to SD-MBX-2
SD-MBX-2 triggers a scale-in

Response The system shuts down the service instance runming cloud
provider with the highest cost. If the componemisrin a cluster,
the load balancer redirects the requests to thainémg nodes. If
the service instance is the last remaining instattee system
spawns a new instance on a cheaper cloud envirdnmen

Costs decrease by a substantial amount but silbtbAs are not
violated.

- A /
Scaling due to response time

Scale out/in due to query response time reasotineiread-
model.

Prerequisites The used database system of the read-model mysbrsup
(DL EWEES R scaling, e.g. using sharding techniques etc.
Assumptions

Steps (see chapter ‘3.4
Traceability with respect to PaaSage components’)

Scale out over the boundary of the (current) cleadronment,
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(optional) e.g. bursting from a private cloud into a publioud.
OIVEUWAANEES Fulfils the SLAs with minimum costs. Minimize licea costs.

Issues High costs due to upfront allocation of databaseess and
licenses, still insufficient query response timegeaks and
waste of database resources and licenses for daadrss.

Scenario Id SO-DBQ-1

Scenario Name Scale-out due to descending / low query responseng
Scenario Type Performance

Artefact Read-model

Context The query response time of the read-model datatase a
MongoDB instance) is descending or constantly lowicly
influences the reporting capabilities of the apian.

Stimulus The read-model database monitoring indicates a yquer
bottleneck.
Response The system starts an additional cluster node foalbdese. This

can be a replication, a sharding node etc., depgndn the
database technology used.

configurable limit.

Scenario Id SI-DBQ-1

Scenario Name Scale-in due to very low query rate / query respomstime is
considerable low

Scenario Type Cost optimization
Artefact Read-model

Context The query rate is fairly low together with a comsably low
query response time. The database is at least igpdit one
replica or uses at least one sharding instance.

Stimulus The database monitoring reports the low query rate
conjunction with a low query response time.

Response The system removes on replica / shard and shuts diogvVM
on the node (if no longer needed).

SES L EERVEEEIE Costs decrease by a substantial amount but silbthAs are not
violated.
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1
Scale out due to storage memory
Scale up due to lack of disk space

Prerequisites
(Dependencies) &
Assumptions

Steps (see chapter ‘3.4

Traceability with respect to PaaSage components’)
\EUE
(optional)

OIVEWAA NI Data security, access speed.

High costs due to upfront allocation of storageacaty.

Scale-up due to lack of free storage

SLA / operation

Write-model, read-model, check-model

Running short of storage capacity is foreseeable.

Stimulus Database / storage subsystem monitoring indicates ftee
space on the (virtual) device.

Response Add additional storage capacity of the same typee. (i
technology/transfer rate etc.) to the existingaer

Storage capacity returns to good shape.

Scenario Scenario Ids Description
Group Id
SG-CPU SU-CPU-1, SD-CPU-1, SO-Scaling caused by CPU load related stimuli.
CPU-1, SI-CPU-1
SG-MEM SU-MEM-1, SD-MEM-1, SOf Scaling caused by memory consumption
MEM-1, SI-MEM-1 related stimuli.
SG-LAT SO-LAT-1, SI-LAT-1 Scaling caused by netwotltency related
stimuli.
SG-NBW SO-NBW-1, SI-NBW-1 Scaling caused by netwbdndwidth related
stimuli.
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DScaling caused by processing time reIeJted

<

SG-RPT SU-RPT-1, SD-RPT-1, S(
RPT-1, SI-RPT-1 stimuli.

SG-MBX SU-MBX-1, SU-MBX-2, SD-| Scaling caused by (actor) mailbox size related
MBX-1, SD-MBX-2, SO-MBX- | stimuli.
1, SI-MBX-1,

SG-DBQ SO-DBQ-1, SI-DBQ-1, Scaling caused by databguery rate/quer

response time related stimuli.
SG-STO SU-STO-1 Scaling caused by storage relditedls

! " #
Scenario CAMEL Metadata (Profiler, Executionware (control, Community/
Group Id  (Appl. Model) Reasoner, monitoring, adaptation) MDDB
Adapter)
SG-CPU | The CPU The Profiler The monitoring facility Records
related analyses the collects all CPU related summarized data
specifications | CAMEL model metrics. sets about CPU
are defined in | and provides a list| |f necessary, the related metric for,
CAMEL (e.g. | of providers that | Executionware (adaptation | €ach provider
the percentage matches the and control) relocates from previous
values used in| defined criteria’s. | components to different runs and from
this scenario | The Reasoner uses nodes or a different cloud | the (external)
group, the the metrics from | provider. PaaSage
metric the Executionware community.
evaluation monitoring facility
method etc.). | to select the best
matching provider
which satisfies the
cost parameters,
the SLA
definitions etc.
For modifications
of the deployment,
the Adapter
queries the MDDB
to find a different
solution which still
satisfies the
defined criteria’s.
SG-MEM | The memory | See SG-CPU. The monitoring facility Records
related collects all main memory summarized data
specifications related metrics. sets about main
are defined in If necessary, the memory related
CAMEL. metrics for each

Executionware (adaptation
and control) relocates
components to different
nodes or a different cloud
provider.

provider from
previous runs
and from the
(external)
PaaSage
community.
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1

SG-LAT Network See SG-CPU The monitoring facility Records
latency related collects all network related | summarized dat3d
specification metrics. sets about
is defined in If necessary, the network related
CAMEL. Executionware (adaptation | Metrics for each
and control) relocates provider from
components to different previous runs
nodes or a different cloud | @nd from the
provider. (external)
PaaSage
community.
SG-NBW | Network See SG-CPU See SG-LAT See SG-LAT
bandwidth
related
specifications
are defined in
CAMEL
SG-RPT Request See SG-CPU The monitoring facility Records
processing collects all processing time | summarized datg
time related metrics from the application| sets about
specification monitoring. processing time
is defined in If necessary, the related metrics
CAMEL Executionware (adaptation | for €ach provider
and control) relocates from previous
components to different runs and from
nodes or a different cloud | the (external)
provider. PaaSage
community.
These metrics
correlates to the
SG-CPU ones.
SG-MBX | Mailbox See SG-CPU The monitoring facility Records
(actor queue) collects all actor-mailbox summarized datg
sizing related sizing related metrics from | sets about
specification the application monitoring. | mailbox and
is defined in Together with thread pool | thread pool/CPU
CAMEL and CPU metrics. sizing related

If necessary, the
Executionware (adaptation
and control) relocates
components to different
nodes or a different cloud
provider.

metrics for each
provider from
previous runs
and from the
(external)
PaaSage
community.
These metrics
correlates to the
SG-CPU ones.

1
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SG-DBQ | Database See SG-CPU The monitoring facility Records
query collects database related summarized data
response time metrics from the database | sets about
requirements monitoring. database query
are specified If necessary, the response time
in CAMEL. Executionware (adaptation | related metrics

and control) extends/shrinkg for each provider

replication sets or shards. | and database
engine from
previous runs
and from the
(external)
PaaSage
community.

SG-STO Storage See SG-CPU The monitoring facility A
system related collects storage related
specifications metrics from the storage
is defined in monitoring facility (SAN,

CAMEL NAS etc.).
If necessary, the
Executionware (adaptation
and control) extends the
assigned storage space.

$ !

Integration Scenario group Id Description

test

scenario

group

INT-SRV SG-CPU, SG-MEM, SG- Related to server infrastructure

RPT, SG-MBX

INT-NW SG-LAT, SG-NBW Related to network infrasttuce

INT-STO | SG-STO Related to storage

INT-DB SG-DBQ Related to database technologies used
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4 Industrial Sector Case — Industrial ERP
This case is supported by the BEWAN partner.

BEWAN is an IT Service company located in Belgiudglivering products and
services in the domain of IT infrastructure, softevdevelopment and consultancy.

In the software development branch, BEWAN focaliaesERP software (Enterprise
Resource Planning). BEWAN advises, sells, custosnidelivers, implements, gives
training & support in the domain of CRM, Sales &réhase, Manufacturing,
Warehouse, HR, Finance, Business Intelligence, f@erce, Property Management
and Collaborative applications for SME’s and daperits of large organizations and
multinationals. All of BEWAN'’s applications have dxe developed in-house and can
be easily adapted in order to fulfil specific regmnents from its customers. However,
most of those (licensed-) applications are not aimady, not SaaS-ready and
therefore run on private machines.

BEWAN is in a process of redeveloping its standgsglications and the strategy for
the future is to offer SaaS — Multi Tenant softwso&utions to its customers. In order
to fulfil SLAs, BEWAN needs a technology that petsnappropriate deployment
selection, control over the execution and automsdaling. Thanks to the PaaSage
platform, this need will be covered. “Develop onbeploy many” is the base line of
the PaaSage project and that appeals strongly /A The involvement of
BEWAN in the PaaSage project is a real opportutaitgut their software and service
offer one step ahead of its competitors.

ERP is a broad domain and consists of many modh@gsng companies to run their
businesses. One of the modules of an ERP systdmahade very well designed as a
cloud application is the ‘after sales service’ meduBEWAN will sell this
application, under a SaaS model, to its customEng actors in the ‘after sales
process’ will be provided with an application thiat accessible from different
locations, using different devices, different ctiapps, however, sharing the same
data & services. Availability from anywhere at ammye and back office integration
are key differentiators compared to existing mamualn premise systems.

In an after sales module, there are different agimmman or machine). The following
story board illustrates the different actors antva®s in such a system.
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Customer

All parts

Help! | need

machine to be ||

repaired

Just sold a new
machine, need
asap installation

Great, the
Cloud App

|| Planning

Ok, let's plan
all this

countfing

......

prepared on

Job finished
and all
reported

Looks good,
invoices are sent
and stock levels

. up fo date
“Fechnician

Figure 4.1: lllustration of Actors and Activities in an After Sales Process

High level overview of Actors and Activities:

the customer requesting a service (repair, maint®)aand tracking the status

the sales application, requesting a new instaliatio

the contract application, requesting recurrent tea@nce tasks

the machine itself, pushing data to the cloud (heeof Things)

the planner, planning the execution of tasks

the warehouse, preparing the necessary materiadareé parts

the field technician, travelling from the dispatufpito the customers and executing
the tasks and reporting spent time, used parts, etc

the accounting application, updating stock levpteducing the invoices, etc... once
the job is finished

The actors need different applications running on,accessible from different
devices. The customer will probably use his PC/Msebwser to connect to the
customer portal in order to request a service gowitli call the service desk to request
a service. The planner will use a back office dliapplication in order to plan the
tasks and pass information to the warehouse (peepaterial). The technician will
use a mobile application (connected to the clouwd)rdceive his tasks, inquire
information about customers, contacts, machineotyjsitc. and to enter data
concerning the service task. After that, finan@pplication services are needed to
produce invoices based on time spent and mateséld,wr to produce manufacturer
claims in case of repairs covered by warranties.

In a traditional system, many of the activities the process of the after sales
department are done by phone, email and paper. degrated system, highly
available in the cloud and accessible anytime amoh feverywhere, will be far more
efficient and will save a lot of work. Instead dadllang, emailing, writing service

reports on paper, re-entering data in the backe#ipplication, etc. everything can be
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done by using the cloud application. Spare pamsbeaordered by using web services
of manufacturers. Agendas can be shared. Techdam@mlmentation can be queried
and Instant Messaging can be easily implemented:abe of unavailability of an
internet connection, the technician can work offlimnd the application can
synchronize once the connection is back. In the hikare, more and more machines
will be connected directly to the cloud and wilpogt in real time status, utilization,
defects, etc. (Internet of Things). Without clowhdy applications, monitoring and
analysing this kind of data will be impossible.

For BEWAN, such an application can be offered muati-tenant SaaS model or in a
private cloud model, and PaaSage will be of grehiesas far as the deployment and
execution decisions are concerned.

BEWAN has been developing a prototype of the appbo which will be used as a
proof of concept (PoC) for the PaaSage project. Fb€ does not contain all the
business functionality of the final integrated E&#plication; neither does it provide
full multi-tenant support. On the other hand, tl&CHs stable and possible PaaSage-
related changes will not interfere with the ongougyvelopment of the full ERP
system, and vice versa.

The following high level diagram illustrates thesimess process from a functional
point of view. Remark that for this PoC, not alltbe activities are covered by the
cloud application. Some activities remain in thelbaffice systems, while others will
be executed using the cloud application.
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Figure 4.2: High level after sales process diagram
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From an architectural point of view, and for th®X each tenant (each of BEWAN’s
customers using this application) will run the agggion in an isolated environment.
The different tenants will connect to different URto access their version of the
application. Each tenant will run one, or more dehsn the load) instances of the
application. Each environment will need an Apachebserver, a MySQL database
server, an email server, the PHP binary, and ofseyuhe application code. For the
purpose of this PoC, the administrative managenoénthe tenants will not be

implemented.

In the final version of the full multi-tenant ERP@ication, this will be different.
Except for the platform’s metadata (i.e. tenantsAs§ users, access control, database
connections, application workflow customizationsteasions, plug-ins, metering &
billing data) the tenant’'s business data will dtidl kept in isolated environments for
each tenant. However, according to the load, onemore identical (stateless)
instances of the application services will run ore @r more servers to serve all the
tenants. In the same way, one or more databasersemil be deployed to support
many databases.

Concerning security, both the PoC and the finalliegions will use a centralized
security system (managed by the application itself)

The SaaS scenario leads BEWAN automatically to dloed. Depending on the
availability, usage, load, or specific SLAs, BEWADbIgjective is to be able to deploy
applications to its own cloud infrastructure buscato high performance and more
scalable clouds when needed. Cloud computing offeprtant advantages to the
user compared to classical client-server on preraxeeution, especially when we
think of availability and redundancy, elasticitycdee up and down processors,
memory, and storage), worry-free exploitation, zeroastructure-maintenance and
the accessibility through the internet from anyvehand any device.

The changing business landscape, the changing &I agplications usage, the
transition from large upfront capital investmenojpcts (Capex) to flexible, pay-per-
use models (Opex), the new business developmewt ifredern applications for new
markets, wider distribution over the internet, nianget customers) are for BEWAN
the drivers for choosing SaaS and the cloud, angséothe PaaSage technology for
supporting the deployment selection and executuortrol.
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Scale Up / Down (SUD)

Description Scale up or down an application deployed on the BEMZloud
infrastructure or another initially chosen infrastiure in order
to maximize performance, given the SLA, for the ésivcost

Prerequisites The infrastructure provides required Scale Up / Bow
(BTN EHIEESHRA possibilities
Assumptions

1. Performance KPI's (as defined in SLA) pass the
thresholds

2. PaaSage detects the problem

3. PaaSage platform requests Scale Up/Down

4. PaaSage monitors and gives feedback to the proofder
the application

Variations
(optional)

Quality Attributes - Scale up/down according to increasing/decreasinyiME
usage during a certain time (SUD-MEM-X scenarios)
Scale up/down according to increasing/decreasing CP
usage during a certain time (SUD-CPU-X scenarios)
Scale up/down according to increasing/decreas(g I/
operations during a certain time (SUD-1/O-X sceosyYi
Preventive Scale up/down according to known peak
periods (SUD-PREVU-X scenarios)

Issues
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SUD-CPU-1
Scale Up or Down due to CPU utilization

Scenario Id
Scenario Name
Scenario Type
Artefact

Scalability
Instance of the application services

Context Average CPU utilization during a configurable lapsetime

exceeds a percentage (+ or -) of the configured @lRidation

Stimulus Monitoring of the CPU utilization, lowest cost

Response The system allocates more or less CPUs

FES NV EERTG: The average CPU usage in percentage of the coatigGiPU
allocation

SUD-MEM-1
Scale Up or Down due to memory utilization

Scenario Id
Scenario Name
Scenario Type
Artefact

Scalability
Instance of the application services

Context Average memory utilization during a configurablpda of time

exceeds a percentage (+ or -) of the configured ongm

allocation
Stimulus Monitoring of the memory utilization, lowest cost
Response The system allocates more or less memory

SES N ECAVEEEIG The average memory usage in percentage of the gooati
memory allocation

SUD-I/O-1
Scale Up or Down due to I/0

Scenario Id
Scenario Name
Scenario Type
Artefact

Scalability
Instance of the data storage services

Context Average I/O during a configurable lapse of timehigher or

lower than a configured number of 1/0 requests

Stimulus Monitoring of the 1/0 requests, lowest cost

Response The system starts a configurable number of additiatorage

services

SR SEAVEEEIG The average I/O requests on running instances
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Scenario Id SUD-PREVU-1

Scenario Name Preventive Scale Up or Down due to known peak peris
Scenario Type Scalability

Artefact Application services

Context Configurable peak periods need the system to sgate down
Stimulus Peak periods arrived or past, lowest cost

Response The system starts a configurable number of addition
application services

SEES I ECAVEEEIG The running instances
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ScaleOut/In (SOI)

Description Scale Out or In an application from the BEWAN cloud
infrastructure or another initially chosen infrastiure to another
provider (or vice versa) in order to maximize periance, given
the SLA, for the lowest cost

Prerequisites Scale Up is not possible anymore on the originhstructure.
(LEIENLEGWESRA The new target infrastructure provides the needsdurces.
Assumptions

1. Performance KPIs (as defined in SLA) pass the
thresholds and boundaries of the current infrasirec

2. PaaSage detects the problem

3. PaaSage searches a new target infrastructure and
performs a scale OUT/IN — instantiating new images
a public cloud

4. PaaSage monitors and gives feedback to the proofder
the application

Variations
(optional)

Quality Attributes - Scale Out/In when scaling up is impossible due EW
limitations during a certain time (SOI-MEM-X sceite)
Scale Out/In when scaling up is impossible dueRC
limitations during a certain time (SOI-CPU-X sceaoay
Scale Out/In when scaling up is impossible dué@o |
limitations during a certain time (SOI-I/O-X sceiua)
Scale Out/In due to an availability issue, i.e.
infrastructure up or down (SOI-AVAILABLE-X)
Scale Out/In due to network latency (SOI-NWLAT-X)
Scale Out/In due to bandwidth problem (SOI-BANDW-
X)

Preventive Scale Out/In when scaling up is impadesib
according to known peak periods (SOI-PREVU-X
scenarios)

Issues
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SOI-CPU-1
Scale Out or In due to CPU usage

Scenario Id
Scenario Name
Scenario Type
Artefact

Scalability
Instance of the application services

Context Average CPU utilization during a configurable lapsetime
exceeds a percentage (+ or -) of the configured @Rigation

and allocating more CPU is not possible on thegpewloud

Stimulus Monitoring of the CPU utilization and limits, lowtesost

Response The system starts / stops instances on a publiciclo

SES L EEAVEEEIE The average CPU usage in percentage of the coatigGiPU
allocation

Scenario Id SOI-MEM-1

Scenario Name Scale Up or Down due to memory utilization
Scenario Type

Artefact

Scalability
Instance of the application services

Context Average memory utilization during a configurablpda of time

exceeds a percentage (+ or -) of the configured ongm

allocation and scaling up is not possible
Stimulus Monitoring of the memory utilization, lowest cost
Response The system starts / stops instances on a publiciclo

RES NV CESIE: The average memory usage in percentage of the groat
memory allocation

SOI-I/0-1
Scale Up or Down due to 1/0

Scenario Id
Scenario Name
Scenario Type
Artefact

Scalability
Instance of the data storage services

Context Average I/O during a configurable lapse of timehigher or
lower than a configured number of 1/0 requests scale up is

not possible

Stimulus Monitoring of the 1/0 requests, lowest cost

Response The system starts / stops an instance of the s@eayices on a

public cloud

SEE L AVEEEIG The average I/O requests on running instances
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SOI-AVAILABLE-1
Scale out / in based on availability of the privateloud

Scenario Id
Scenario Name
Scenario Type
Artefact

Scalability
Application services

Context The private cloud is unavailable (or returns toilawde)

Stimulus The private cloud is available or not, lowest cost

Response The system starts a configurable number of inst&noea public
cloud or restarts the instances on the private dclethen

available again

SES L ERVEEEIG Availability / Unavailability

SOI-NWLAT-1
Scale out / in according to network latency

Scenario Id
Scenario Name
Scenario Type
Artefact

Scalability
Application services — User Experience

Context The average network latency during an amount oé tsrhigher

/ lower than configured
Stimulus Monitoring of the network, lowest cost

Response The system starts / stops new instances on publici(s) closer

to the users
SES L EEAVEEEIE The average network latency / response time

SOI-BANDW-1
Scale out / in according to available bandwidth

Scenario Id
Scenario Name
Scenario Type
Artefact

Scalability
Application services — User Experience

Context The average available bandwidth during an amourtineé¢ is

lower / higher than configured
Stimulus Monitoring of the network, lowest cost

Response The system starts / stops new instances on publici(s) closer

to the users and/or the data storage
SES LN EEAVEEEIG The average network latency
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Scenario Id SOI-PREVU-1

Scenario Name Preventive Scale Up or Down due to known peak peris
Scenario Type Scalability

Artefact Application services

Context Configurable peak periods need the system to scdler in
Stimulus Peak periods arrived or past, lowest cost

Response The system starts a configurable number of ins&nce

SES L EEAVEEEIG The running instances
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Use Case

Description

Prerequisites
(Dependencies) &
Assumptions

Variations
(optional)

Quality Attributes

Issues

Processing and Data Location (LOC)

Legal restrictions or company policies can oblige physical
location of data storage and/or processing, fongta data must
be stored in the country where the company (BEWAN'’s
customer) is a legal entity, or data must be storsde the
company’s datacentre, or even application musandchdata
must reside on the company’s cloud infrastructure.

PaaSage supports private/on premise clouds

1. PaaSage examines the SLA for a requested deployment
and identifies constraints on deployment/execution
location and/or data location

2. PaaSage searches the target infrastructure thas thee
SLA and performs a deployment or instantiates
accordingly

3. PaaSage takes into account this requirement when
scaling out (see other Use Cases)

4. PaaSage gives feedback about the deployment (eaj. w
has been deployed where etc.).

SLA defined location of data (LOC-1)
SLA defined location of processing (LOC-2)
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LOC-1

Deployment and execution issue due to processing
localization restrictions

Scenario Id

Scenario Name

Scenario Type
Artefact

Processing Location
Application services

Context SLA'’s require that application services are runnamgmachines

in a given region, country, area or on a privateid|

Stimulus SLA requirement, lowest cost

Response The system instantiates application services on SiA

compatible cloud

REE o SRVEEEI: Location of the running application services

LOC-2
Data storage issue due to storage location restriohs

Scenario Id
Scenario Name

Scenario Type Data Location

Artefact Storage services

Context SLAs require that data is stored in machines invargregion,

country, area or in a private cloud

Stimulus SLA requirement, lowest cost

Response The system instantiates storage services on an GlmApatible

cloud

RCEE o ISMVIEERIN Location of the data
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Scenario  Scenario lds Description
Group Id
SUD SUD-MEM Scaling Up/Down scenarios triggered by
SUD-CPU performance KPIs, preventive scenarios and gost
SUD-I/O minimisation on the BEWAN cloud or on another
cloud provider
SUD-PREVU
SOl SOI-MEM Scaling Out/In scenarios triggered by performapce
SOI-CPU KPIs, preventive scenarios, availability, netwark
SOL-I/O KPls, availability and cost minimisation
SOI-AVAILABLE
SOI-NWLAT
SOI-BANDW
SOI-PREVU
LOC LOC Deployment and execution restricted by data
and/or processing location restrictions and gost
considerations

n #

The following table describes how each scenariougronaps to the PaaSage

components.

Scenario CAMEL

Metadata (Profiler,

Executionware (control,

Community/

Group  (Appl. Model) Reasoner, monitoring, adaptation) MDDB
1 Adapter)
SUD Scaling and | The Profiler analyses | Executionware executes| Storing
cost criteria the application model | the commands generated monitoring
defined in the | and produces a list of | by the adapter on the data, provider
application providers that satisfy | provider selected by the | data, cost of
model the requirements. Reasoner. usage, etc.
The Reasoner uses the Executionware monitors
list of providers, the execution.
monitoring data, Application services are
scaling & cost, rules to| instantiated or stopped,
select a provider to infrastructure resources
deploy new instances.| are re-allocated.
The Adaptor generates
commands for
(re)deployment.
SOl Scaling and | The Profiler analyses | Executionware executes| Storing
cost criteria the application model | the commands generated monitoring
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defined in the
application
model

and produces a list of
providers that satisfy
the requirements.

The Reasoner uses the
list of providers,
monitoring data,
scaling & cost, rules to
select a provider to
deploy new instances.

The Adaptor generates
commands for
(re)deployment

by the adapter on the
provider selected by the
Reasoner.

Executionware monitors
the execution.

Application services are
instantiated or removed.

data, provider
data, cost of
usage, etc.

LOC

Data and
processing
location
specified in
the application
model

The Profiler analyses
the application model
and produces a list of
providers that satisfy
the SLA.

The Reasoner uses the¢
list of providers,
location data, and cost
rules to select a
provider to deploy new
instances.

The Adaptor generates
commands for
(re)deployment.

Executionware collects
information about data
location and usage of
running instances.

Storing
information
about data
location and
usage.

$

The following table maps several scenario groups @me integration test group. The
aim of this chapter is to describe the connectibrthe scenario group(s) and the
different integration test scenarios.

Integration tesi Scenario group Id

scenario group

Description

ITG-SCALE SUD Integration testing covering scale up and
SYe) down, Integration testing concerning sale
out and back in
ITG-LOC LOC Integration testing covering location
requirements
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5 -

This case is supported by the UCY and IBSAC Irgelit Business Solutions Ltd
partners.

$

Cyprus is one of the largest financial centres urope and the Middle East. In
particular, Cyprus has a large financial and andigervices sector with large firms
including the Big Four — Deloitte, PWC, Ernst & Yay KPMG and several local
firms. Figure 5.1 shows that the financial and rasge sector has the biggest
percentage in terms of economic activities in 200itus, today's financial firms and
internal accounting departments need Corporate Adimation software in order to
work faster and effectively with the vast amountcoimpanies that are managing,
while constantly maintaining operational integrignd full compliance with
international standards. These challenges -call dorstate-of-the-art corporate
administration solution which optimally supportsthke necessary functionalities.

FDI by Economic Activity 2010

| Financial & Insurance
Activities
W Real Estate Activities

Wholesale & Retail Trade
m Construction

®m Information &
Communication

= Professional, Scientific &
Technical Activities

Other Services

Figure 5.1: Foreign Direct Investment (FDI) By Ecommic Activity 2010°

Yet no dedicated cloud-based corporate solutiorst&xibut rather proprietary
solutions for each type of corporate administrationctions. This provides a large
and diverse market based on the diverse cloudophasf currently employed by these
firms for other company technological activitiesof a wide variety of business
applications and services that IBSAC IntelligentsBess Solutions Ltd offers and
supports, an application from the financial sect@mely Infoscreen Quorum, was
selected. The application is used for the prepamatf all legal and government
papers and also generation of several financi&rsints in full compliance with the
International Financial Reporting Standards.

The financial application is used principally bycaantant and law firms throughout
the island of Cyprus. The aforementioned applicatworks on the basis of a

6 Source: Cyprus Promotion Investment Agency httpuiiucipa.org.cy/easyconsole.cfm/id/131
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client/server architecture. In particular, all olig need to install the software as a
Windows application, which is used to communicatéhwhe application server.
Based on user requests, the application servaeeves the data from the database
server and the Windows application displays tha dat a user-friendly interface in a
simple format that the user is able to easily cahpnd and interact with.

Currently, the application server and the datalseseer are located inside of the
company’s internal network using the on premiseliegfion. However, the final
outcome with PaaSage will be to provide the abisithd option for the clients of
IBSAC to host application and database serverbarctoud. Moreover, PaaSage will
provide the capability for IBSAC clients, for inate to select their cloud provider
(e.g., based on costs) that will permanently hlestfinancial application, un-deploy
from private cloud and deploy to a public cloudttbtiers more resources required in
a limited period of time (e.g., corporate levy payperiod).

Hence, using PaaSage the financial application lvallable to be totally or partially
hosted in the cloud based on IBSAC clients’ prefees. For instance, application
and database server could be located in a puldiddcinstead of being in-house on a
private cloud, based on the requirements of theoousr. In other cases, since several
customers are reluctant to use the public cloud tdueonfidentiality reasons, the
database server could stay in-house on the priclated. Even though with this
scenario, companies will be able to have savingtherpurchase and maintenance of
the application server. In fact using PaaSagelitbei straightforward, almost “with a
touch of a button”, to transfer their existing apation server in their preferred cloud
provider. However, for organizations that do notéhany issues with confidentiality,
they will be able to host both application and tatse server in the cloud in order to
get all the benefits of cloud hosting.

$

In this section the different scenarios currenthyisioned for the financial use case
are described in detail using the SEI ATAM Quahtyribute Scenario template.

Use Case ScaleOut

Description Scale Out the financial application from the UCYvate cloud
infrastructure to a public cloud provider infrastiwre or to a
hybrid cloud infrastructure.

Prerequisites - Scale Up is not possible on the UCY private cloud tb

(Dependencies) & insufficient resources, so scale out to a new putdiud

Assumptions that provides the required resources.

- Scale Out from the UCY private cloud to a publicud
provider to reduce costs.

- Scale Out from the UCY private cloud to a hybriduzd
to reduce latency and preserve data confidentiality

1. The financial application is deployed using PaaSage

2. A Quality Attribute is violated, which is detectbg the
PaaSage platform.

3. The PaaSage platform applies the scalability rule
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associated with the violated metric.
4. The PaaSage platform performs a scale out operation
5. The PaaSage platform keeps monitoring the relevant
Quality Attribute.

Variations
(optional)

Quality Attributes - Basic Private to Public Cloud Un-deploy/Redeploy to
reduceoperational costs

Scale out due tmsufficient resourcef.e., CPU and
RAM)
Scale out due tonetwork latency

Issues

Quality Attribute Scenario 1:

Move private to public permanently: A financial firm decides to change their
technological strategy in order to cut-down costsroving the financial application
and database server from the in-house private elati@cto the public cloud.

Scenario Id PTP-CO-1 (Private to Public — Cost — 1)

Scenario Name Basic private to public cloud un-deploy/redeploy toreduce
operational costs

Scenario Type Cost reduction
Artefact Application server and database server

Context There is a need to reduce operational costs by nmgoaway
from the private datacentre to the public cloud.

Stimulus Static: Avoiding requirement to purchase new servers and
upgrade the company’'s software. Moving from in-feous
datacentre to the public cloud is a more econonsiciaition.

Response The system un-deploys the financial service from itithouse
private datacentre and redeploys to the selectddicpaloud
provider based on the company’s preferences.

SEE L IEEAVEEEIG The costs are reduced due to the migration to ub&gcloud.
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Graphical Representation Scenario 1:

AS IS 8 TO BE

DBS AS ——> DBS
Private Cloud Public Cloud (EU Region)

AS=Application Server
DBS=Database Server

Quality Attribute Scenario 2:

Move private to public temporarily: A company due to temporary workload needs
to move application and database server to thedc{pe., scale out) in order to get
more resources.

Scenario Id PTP-LO-1 (Private to Public — Load — 1)

Scenario Name Scale out due to insufficient resources (i.e., CPahd RAM)

Scenario Type Requirement for additional resources

Artefact Application server and database server

Context The workload is higher from a configurable limitde load of
CPU and RAM is more than 70%).

Stimulus Dynamic: Load monitoring reports an insufficient resources

problem over the last minutes.

Response The system moves the financial service to a claudrenment
with more resources.

REE L EAVIEEEIE The resources usage reported by the load moniteongponent
drops below a specified limit.

Example:Companies in Cyprus pay once a year a corporaye @ ganizations using
the financial software require more resources 2egks before the deadline. In this
case, their private cloud cannot support the autthdi load during these 2-3 weeks
which leads to delays of payments and penalty tndayments (additional costs for
their clients and for their payroll).

Example procedure:
1. 50 users are working on the software throughouy#ae.
2. During the corporate levy period, the number ofrsighat need to work to
meet deadlines rises to 250.
3. System monitors the load of the in-house server.
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4. If the load of CPU and RAM is more than 70%, arrtahgll be send to the
administrator that migrations will start during thight.

5. Migrations start during the night.

6. An alert will be send to the admin on completion.

7. Admin needs to test that everything is OK.

Graphical Representation Scenario 2:

AS IS 8 TO BE
AS AS ==——p DBS

Private Cloud Public Cloud (EU Region)

AS=Application Server
DBS=Database Server

Quality Attribute Scenario 3:

Create a copy of the application server temporarilyto a public cloud keeping

database server private to preserve confidentiality A company has several
employees (e.g. 10 employees) travelling to anrmat@nal financial company
branch overseas, while they need to use the finh@agiplication to perform their

work. Due to the use of the application from ovassaetwork latency is experienced.

Network latency is monitored which triggers and faures the VM instance while a
copy of the application server is deployed on thilip cloud. For data confidentiality
reasons the database server remains in the prolatel. Note that the existing
application server remains in the private cloudtfe Cyprus company branch needs.

Scenario Id SO-LAT-1 (Scale Out — Latency — 1)

Scenario Name Scale out due to network latency

Scenario Type Latency reduction

Artefact Application server and database server

Context The (network) latency time is higher than a confaipe limit
since a specified amount of time.

Stimulus Network monitoring signals significant latency plein over the
last minutes.

Response The system moves the service onto a cloud envirahwéh

lower latency. This might be a different provider & cloud
provider nearby the user of the service.

SES N EENVEEEIG The average latency reported by the network mangdiacility
drops below a specified limit.
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Graphical Representation Scenario 3:

AS IS

Private Cloud Public Cloud (EU Region)

AS=Application Server
DBS=Database Server

Private Cloud

$

This section groups several scenarios togetheedsrer reference in the following
sections.

Scenario  Scenario Ids Description

Group Id

PTPG-CO-1 PTP-CO-1 Moving to public cloud scenarioggered by
cost reduction.

PTPG-LO-1 PTP-LO-1 Moving to public cloud scenarimigygered by
insufficient resources.

SOG-LAT-1 | SO-LAT-1 Scale out scenarios triggered lagency related
stimuli.

$ ' n #

The following table describes how each scenariougronaps to the PaaSage
components.

Scenario CAMEL Metadata Executionware Community/

Group Id (Appl. (Profiler, (control, MDDB
Model) Reasoner, monitoring,

Adapter) adaptation)

PTP-CO-1 | The criteria Profiler analyses the | Executionware Storing the data
about cost CAMEL measures usage arndabout usage and
parameters and | configuration model | license costs of license costs from
objectives are | & produces a list of | running different
defined in providers that satisfy| applications. providers.
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Saloon and WS+
Agreement.

the SLA.

Reasoner uses the
monitoring data to
choose a provider
that satisfies the cost
parameters and
objectives.

Adapter queries
MDDB to find a
better provider which
still satisfies the SLA,
and generates a
reconfiguration plan.

Components are
moved to the other
suitable provider.

PTP-LO-1

Resources
specification
(i.e., CPU,
RAM) for
computing
related
components.
Defined in WS-
Agreement.

Profiler analyses the
CAMEL
configuration model
& produces a list of
providers that satisfy
the SLA.

Reasoner uses the
monitoring data to
choose a provider
that satisfies the load
requirements.

Adapter queries
MDDB to find a
better provider which
still satisfies the SLA,
and generates a
reconfiguration plan.

Executionware
measures the load
percentages of
computing-related
components.

Components are
moved to the other
suitable provider.

Storing the data
about resources
load and the
locations serviced
from different
providers.

SO-LAT-1

Latency
specification for
network related
components.
Defined in WS-
Agreement.

Profiler analyses the
CAMEL
configuration model
& produces a list of
providers that satisfy
the SLA.

Reasoner uses the
monitoring data to
choose a provider
with the low network
latency in the last few
minutes.

Adapter queries
MDDB to find a
better provider which
still satisfies the SLA,
and generates a
reconfiguration plan.

Executionware
measures the
latency of network-

related components.

Components are
moved to the other
suitable provider.

Storing the data
about network
latency and the
locations serviced
from different
providers.
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The following table maps several Scenario groups ame integration test group. The
aim of this chapter is to describe the connectibrthe scenario group(s) and the
different integration test scenarios.

Integration Scenario group Id Description
test scenaric

group

ITG-1 PTPG-CO-1, PTPG-LO-1| Integration tests wHimtus on (static) cost related
and on (dynamic) resources full un-deploy and
redeploy scenarios.

ITG-2 SOG-LAT-1 Integration tests which focus oyrgdmic) latency
related scale-out/ scale-in scenarios.
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6 eScience sector - complex scientific applications
This case is supported by the AGH partner.

%

AGH University of Science and Technologyis one of the Polish technical
universities. ThéDepartment of Computer Scienceemploys teaching and research
staff of over 80 people, devoting their researctoref to various IT directions,
including scalable distributed systems, cross-darsamputations in loosely coupled
environments, knowledge management and suppolitdaciences.

Within the scope of research projects, AGH collabes closely with researchers and
application users from the eScience domain, bottalland international. The
interesting use cases for PaaSage are those thatereither large-scale workflow or
data farming processing. AGH is either involvededily in supporting these
applications on grids and clouds or develops ttws enable and facilitate execution
of them on these infrastructures.

Local eScience applications and tools are relatesdtlynto the PL-Grid project users
and include:

Bioinformatics applications, in collaboration withe Jagiellonian University
Medical College. They include genetic data analyfsequence alignment,
similarity search) as well as proteomic experimemsotein folding and

structural comparison. The infrastructures used tf@se experiments are
clusters, grids and clouds [1][2].

Investigating potential benefits of data farminglagation to study complex
metallurgical processes including generation of ti§teally Similar

Representative Volume Element and Digital Matefapresentation. This
research is conducted by Faculty of Metals Engingemand Industrial
Computer Science AGH [7][8].

International collaborations in eScience domairuide:

Virtual Physiological Human initiative, where theientific workflows are
deployed on the cloud in the scope of VPH-Shargept¢3]. The workflows
mainly use the Taverna [16] engine for orchestgatite Atomic Services and
a specific plugin for Taverna is developed to dyitafly create service
instances on the cloud using the Atmosphere [I3Ydplatform developed by
AGH. Other large-scale workflows that are undered@gment use DataFluo
workflow engine [15] developed by University of Atasdam.

Multiscale applications from fusion domain develdpesing workflow tools
and MAPPER framework [4]. The MAPPER project pra@sdtools for
running multiscale applications on distributed comnpy infrastructures. The
application from the fusion domain used Kepler [IWvgrkflow system to
orchestrate its tasks.

Collaboration with Pegasus team from UniversitySoluthern California for
support of scientific workflows on cloud infrasttuoes [5][6]. This

collaboration resulted in algorithms for scheduliagd provisioning for
workflow ensembles on clouds and cost optimizatbapplications on cloud
infrastructures [18]. One of the important benefitghis collaboration is the
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experience with scientific workflows that use Pegagq19] workflow
management system and the workflow gallery thatasog real and synthetic
workflows [20].

Mission planning support in military applicationgthvdata farming within the

EDA EUSAS project. In the scope of the projectoael approach to military

training was developed, based on behaviour modellimd multi-agent

simulations. At first, soldiers’ behaviour was aaped during a series of
training sessions and transformed into a set asruiwhich was then used
during highly realistic agent-based simulationsrofitary missions [9]. The

aim of the data farming in the process was to dgvalbetter understanding of
soldiers’ behaviour and identify potential vulndtiies. During data farming

experiments, numerous agent-based simulations weeeuted, each with

different environmental conditions, e.g. emotiostdte of civilians involved

in a mission. Data generated during the simulatiores collected and

analysed to find cases when the selected strategywwong, e.g. there were
too many casualties. The underlying infrastructdoe executing the

simulations included private clusters, grids arauds [10][11].

|
The two main tools that are developed by AGH tgosupthese applications are:

HyperFlow workflow execution engine that is basedhgpermedia paradigm
and supports flexible processing models such & fitaw, control flow, and
includes the support for large-scale scientific kflovs which can be
described as directed acyclic graphs of tasks [13].

Scalarm is a massively self-scalable platform fmadarming, which supports
phases of data farming experiments, starting franapeter space generation,
through simulation execution on heterogeneous cotatipual infrastructure,
to data collection and exploration [12].

While these eScience applications and supportimjs tare in various stages of
development and maturity, none of them uses theembdsed approach for
development and deployment on clouds that is pegheathin PaaSage. Therefore,
all of them can benefit from the PaaSage platform.

! " #
In HyperFlow, a workflow is simply a set of processonnected through ports and
exchanging signals. The basic abstraction for wowkd, a process, is defined by:

Input ports and associated signals which arrite@process.

Output ports and associated signals which are ednity the process.

Function invoked from the process which transfoinmut signals to output
signals.

Type of the process which determines its generbbwWeur. For example,
adataflowprocess waits foall data inputs, invokes the function, and emits all
data outputs. Aparallel-foreachprocess, in turn, waits foany data input,
invokes the function, and emits the respective datput.

The prototype of a cloud-based workflow executiorHyperFlow is implemented as
shown in Figure 6.1:. The user needs to providewbekflow description using the
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DSL, which is a DAG in JSON format. This includdistasks with the dependencies,
as well as input and output files in the form of W$R The whole workflow
application consists of:

Master which includes a Workflow Engine (HyperFlotegether with Redis
Database and RabbitMQ server for communication,

Shared storage (e.g. NFS server) that requiresparate VM for data
exchange between workers,

Worker that includes a part of executor (a geneoimponent managing task
execution) and application-specific binaries (da. Montage application).
Worker may be executed on multiple VMs, i.e. scatetl (horizontally) for
parallel execution.

For PaaSage, two scale-out variants are planned:

Dynamic auto-scaling, where the platform uses dyoamiormation about the
application and infrastructure, such as resourdezatton, queue length or
virtual machine load.

Auto-scaling based on the scheduling plan, wheee HiyperFlow planner
prepares a task scheduling plan and VM provisiopiag and these plans are
used to trigger auto-scaling decisions at runtifffas variant can be useful
when e.g. the workflow consists of several stagekthe estimates of resource
requirements are known in advance.

Figure 6.1: HyperFlow application deployed on the loud

! "#

Cloud infrastructure is a natural solution for higftroughput computing (HTC)
workflows. The function of a process within the Witww sends a job specification to
a remote message queue, while local Executorsimgsidn Virtual Machines
deployed in a cloud fetch the jobs from the quénsgke the appropriate application
components, and send the results back to the qu&nee multiple VMs and
execution engines could be deployed and connectddet same queue, it acts not
only as a communication medium, but also as a lbadahcing mechanism.

Such loosely-coupled architecture provides not otilg distributed computing
capability, but also allows taking advantage oflisgaout the application worker
components in response to the changes in the infcagre or due to application
specific events. These events can result e.g. thmrapplication reaching a specific

stage of the workflow, which has different resoudeenands than the previous stage.

Thanks to the dynamic architecture of the cloud #redcapabilities of the PaaSage
platform, it will be thus possible to adjust themther of computing resources to the
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needs of the application and achieve such high-lelgectives as completing the
workflow within a given deadline or minimization tife resource cost.

% & ' |
The scenarios of HyperFlow usage are related t@zdmal scaling of worker VMs.

Since scale-out and scale-in operations are syraneg group them together (scale-
out/in — SOI) for the sake of clarity of preserudati

Deployment and scale out/in of HyperFlow applicatio

Description The HyperFlow engine and worker VMs form a virtakister
that can be dynamically scaled out and in, in at&oce with the
demand.

Prerequisites The scaling out makes sense for the workflows @hatarge
(DL ENBEMMES R enough to benefit from parallel execution. This neethat the
Assumptions number and size of tasks that are executed inlpboaitweighs
the costs and overheads of VM start-up.

1. The HyperFlow application is deployed using PaaSage

2. A KPI relevant to HyperFlow execution is violated

3. The PaaSage platform applies the scalability rule
associated with the violated metric.

4. The PaaSage platform Executionware performs a scale
out/in operation.

5. The PaaSage platform monitors the relevant KPI

Variations An important variation of the horizontal scalinghe

(optional) cooperation of the PaaSage platform with the wowkfl
scheduler of HyperFlow. In this case, the workflplanner in
cooperation with the Reasoner prepares a plarfitits the
optimal number of VMs for each of the stages ofwioekflow.
The plan has the form of scalability rules triggebs
application-specific metrics (such as workflow sptihat trigger
the appropriate scaling actions of PaaSage Exenwdice.

Quality Attributes - Utilization of the virtual cluster
Average number of jobs in the queue.
Workflow stage

Issues The issues will be the cooperation of HyperFlow kilomw
scheduler with the PaaSage platform in order tpgmeand
enforce the scheduling plan.

Scenario Name Deployment of HyperFlow application on cloud
infrastructure

Scenario Type Deployment
HyperFlow Engine, RabbitMQ, Worker node (executor +
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application binaries)

Context The initial deployment of all the components neetdeexecute
scientific workflows need to be deployed on demahén

researchers need them.

Stimulus Request from the end-user of infrastructure adnratisr.

Response The system spawns the whole cluster in its inggaifiguration.

SES N ECENVEEEIE The HyperFlow engine is available for accepting kflows
submitted by the users.

HF-SOI-UTL-1
Scale out/in due to resource utilization

Scenario Id
Scenario Name
Scenario Type
Artefact

Scalability
Worker node (executor + application binaries)

The resource utilization of the cluster of workeM\is out of
desired range within a set time window, i.e. lowean 30% or
higher than 80%.

Resource utilization monitoring reports the utitia of the
cluster is out of the desired range.

Context

Stimulus

Response The system spawns/terminates VMs, respectively. iéely
deployed VMs are of the same flavour, to avoid togfeneity of

the cluster.

SES L ECEAVEEEIE The average utilization of the cluster reportedhs monitoring
service returns to the desired range.

Scenario Id HF-SOI-JBQ-1

Scale out/in due to increase/decrease of the numbeifrjobs in
the queue

Scenario Name

Scenario Type
Artefact

Scalability
Worker node (executor + application binaries)

Context The number of ready tasks in the AMQP queue is

increasing/decreasing within a set time window.

Stimulus The monitoring sensor deployed within the AMQP [enok

reports the increase/decrease of the number of tagke queue.

Response The system spawns/terminates VMs, respectively. néely
deployed VMs are of the same flavour, to avoid togfeneity of

the cluster.

SES L ECAVEEEIE The average number of jobs in the queue reportedthiy
monitoring service returns to the steady state, it.#emains
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constant within a specified range.

HF-SOI-STG-1

Scale out/in due to reaching the specific stage bthe
workflow

Scenario Id

Scenario Name

Scenario Type
Artefact

Scalability
Worker node (executor + application binaries)

Context The workflow stage (the application-specific metgported by
the HyperFlow engine to the Executionware) chariges new

value, e.g. the workflow completes stage 2 andrisegfiage 3.

Stimulus The monitoring sensor deployed within HyperFlowarp the

new value of the workflow stage metric.

Response The system spawns/terminates VMs, respectively. iéely
deployed VMs are of the same flavour, to avoid togfeneity of

the cluster.

SESOLEERVEERTG The number of VMs reaches the value desired forctimeent
stage, as defined in the workflow scheduling plan.

HF-SOI-TERM-1

Terminate the cluster of worker VMs on workflow
completion

Scenario Id

Scenario Name

Scenario Type
Artefact

Scalability
Worker node (executor + application binaries)

Context The workflow engine reports to the monitoring systthat the

execution of workflow is complete.

Stimulus The monitoring sensor deployed within HyperFlowarp that

the “running” flag is set to O (false).
Response The system terminates all the worker VM

SESLECERVEERRG The number of worker VMs is 0.

S

& '
This section groups several scenarios togethexdsier reference.

Scenario  Scenario Ids Description

Group Id

HF-DYN | HF-DEPL-1, HF-SOI-UTL-1, HF{ HyperFlow scalability scenarigs

SOI-JBQ-1 requiring only dynamig
information on the workflo
execution (resource utilizatio
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number of jobs in the queue)

HF-DEPL-1, HF-SOI-STG-1, HE-HyperFlow scalability scenarigs
SOI-TERM-1 requiring the scalability rule
generated in advance by t

HF-PLAN

2 O
(¢

workflow planner

Y

f

e

Scenario CAMEL Metadata (Profiler, Executionware Community/
Group  (Appl. Reasoner, (control, monitoring, MDDB
Id Model) Adapter) adaptation)
HF-DYN | Resource The Upperwarg Executionware deploys Data about
utilization and| connected to MDDB the HyperFlow cluster} resource
job queue| finds the best At runtime it measures utilization,
length deployment and the desired metrics andqueue length
specification | configuration of| reacts when they are outare stored in the
for HyperFlow of range. time series
HyperFlow application. Thel The scale-out/in actionsdatabase 0
applications, | scalability rules for gre triggered and theMDDB and
defined in| utilization/queue cluster reaches theavailable  for
Saloon. length are passed 10desired state. querying  and
the Executionware. historical
analysis.
HF- Workflow The workflow plannen Executionware deploys Data about]
PLAN stage and within HyperFlow | the HyperFlow cluster| workflow
termination cooperates with the At runtime it measures stages and
flag metrics| Reasoner of PaaSagehe desired metrics andtermination
specification | to prepare a reacts when they aretimes are stored
for scheduling plan for triggered. in the time
HyperFlow workflow  consisting| The scale-out/in actionsSeries databas
applications, | of multiple stages| are triggered and theof MDDB and
defined in| Upperware connectedq|yster reaches theavailable  for
Saloon. to MDDB finds the| gesired state. querying  and
best deployment and historical
configuration of analysis.
HyperFlow
application. The
scalability rules for|
workflow stages and
termination are passed
to the Executionware.
% $ ! & ' (

The following table maps several Scenario groupis ame integration test group. The
aim of this chapter is to describe the connectibthe scenario groups(s) and the

different integration test scenarios.
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Integration Scenario group Id
test
scenario

group

ITG-HF-1 HF-DYN

Description

Integration tests which focus orabieg in/out
HyperFlow workers based on dynamic information.

ITG-HF-2 | HF-PLAN

Integration tests which focus on scaling in/c

but

HyperFlow workers based on information from the

workflow planner. Cooperation between workflg

W

planner and PaaSage Reasoner is required.
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Scalarm is a massively self-scalable platform fatadarming, which supports phases
of data farming experiments, starting from paramefgace generation, through
simulation execution on heterogeneous computatiomdtastructure, to data
collection and exploration.

Massive self-scalability is the main non-functionmalquirement which has to be
supported by Scalarm in order to conduct data fagneixperiments at a large-scale
efficiently. Activities performed in different phes of a data farming experiment
impose that the used software and infrastructureslastic and can be scaled
automatically on demand, e.qg.:

during "Input space specification” multiple time nsmming design of
experiment (DoE) methods can be executed to exmplossibilities of input

space size reduction,

“Simulation execution” usually requires numerousigiation to be executed
in parallel in a HTC manner,

“Output data exploration” often involves executiogmputationally intensive
data mining methods on large data sets to extramvledge from simulations
output.

Scalarm architecture is depicted in Figure 6.2.|8o0a consists of loosely coupled
services responsible for managing experimentsagégrand simulations. Also, there
is a dedicated service, called Information Serviebjch implements the Service
Locator pattern. Besides Information Service, edsbalarm service can be
instantiated multiple times to scale out in orderattain massive scalability. The
Scalarm architecture follows the master-worker glegiattern, where the master part
includes Experiment Manager, Storage Manager afainiration Service, while the
worker part includes Simulation Manager. Each mstaof a service can be run on a
separate infrastructure to provide fault toleraand increase overall performance by
exploiting services locality.

User

Figure 6.2: Overview of the Scalarm architecture.

71 115



The basic motivation for conducting data farmingoenments with Scalarm on
clouds is the requirement for an elastic accesgdtentially huge amount of
computational resources. Commonly, a scientistatagss to a small infrastructure
locally, e.g. an institutional cluster exposed gwigate cloud, which is sufficient for
small-scale data farming experiments. However,aiodact large-scale experiments,
the scientist needs to use another, larger pooésurces. More and more often, a
public cloud, e.g. Amazon Elastic Compute Cloud ZEGs used as another virtually
unlimited pool of resources. Large-scale experiméappically involve thousands of
simulation runs to execute. Conducting such expamnisirequires more resources for
running more instances of Simulation Managers, Wwigenerates more workload on
the master part of Scalarm. Hence, it is desirédblase either a single cloud or a
combination of resources from multiple clouds (bptivate and public) as a single,
elastic environment in such experiments. In addjtes the offer of available public
clouds is still expanding, the software coordingtdata farming experiments should
be capable to embrace different clouds with minimadifications required.

% % & #

Scaling scenarios presented in this section deseviten, why and how each Scalarm
service should be scaled out and in. They corrasporuse cases covering scaling
scenarios of each Scalarm service. As each seraitde scaled out and in based on
the actual workload, we identified four “scalingt@nd in” scenario pairs.

The first described service is Experiment Manaderis mainly a CPU-bound
application, which exposes a Graphical User Interfand a REST API. Hence, its
scalability behaviour is related to the response performance metric.

Experiment Manager scaling
Scale out or in of the Experiment Manager service

Prerequisites The Experiment Manager service is run in multiptances on
(LT ERWERAR different servers connected with a private network
Assumptions

1. PaaSage monitoring collects workload informatioawdb
running Experiment Manager instances

2. Specified performance KPI is violated and an appatg
scaling procedure is triggered

3. The PaaSage platform decides whether to start a new
instance or stop an already running one.

4. The PaaSage platform performs an appropriate gcalin
action

5. The PaaSage platform notifies Scalarm Information
Service where the new instances is started

Experiment Manager can be scaled out or in depgrahirthe
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(optional) actual workload

Quality Attributes Experiment Manager response time

Workload of a server hosting an Experiment Manager
instance

Issues

SCAL-1-EM-SO
Experiment Manager scale out due to poor responsane

Scenario Id

Scenario Name
Scenario Type Performance increase
Artefact Experiment Manager

Context The service response time is higher than the corddyvalue on

average within a specified time window.

Stimulus Monitoring signals that the service response timbigher than

expected over the specified time window.

Response The system starts a new instance of Experiment NeEmm a

cloud close to other Scalarm services.

RES O EENVEERT: The measured response time of Experiment Managepsdr
below the specified threshold.

SCAL-2-EM-SI
Experiment Manager scale in due to low workload

Scenario Id
Scenario Name

Scenario Type Utilized resources reduction

Artefact Experiment Manager

Context The service response time is higher than the corddyvalue on

average within a specified time window.

Stimulus Monitoring signals very low CPU utilization of raswes

utilized by Experiment Manager instances.

Response The system stops the Experiment Manager instandts the

least CPU utilization level.

SEE L SRVIEEEIE: The amount of utilized resources is reduced, witlsgnificant
performance loss.
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Use Case Storage Manager scaling

Description Scale out or in of the Storage Manager service

Assumptions

Prerequisites The Storage Manager service is run in multipleansés on
(BLEIENGERWES R different servers connected with a private network

. PaaSage monitoring collects workload informatioowb

running Storage Manager instances

. Specified performance KPI is violated and an appate

scaling procedure is triggered

. The PaaSage platform decides whether to start a new

instance or stop an already running one.

. The PaaSage platform performs an appropriate gcalin

action

. The PaaSage platform notifies Scalarm Information

Service where the new instances is started

Variations Storage Manager can be scaled out or in dependitigecactual
(optional) workload

Quality Attributes

Issues

Scenario Id
Scenario Name
Scenario Type
Artefact

Context

Stimulus

Response

Scenario Id

Number of 10 requests performed by Storage Manager
Disk space available on a server hosting Storage
Manager

Workload of a server hosting a Storage Manageaintst

SCAL-3-SM-SO

Storage Manager scale out due to high 10 utilizatio
Performance increase

Storage Manager

The service 10 utilization is higher than the cgaofied value on
average within a specified time window.

Monitoring signals more than expected IO requestgsesources
utilized by Storage Manager instances.

The system starts a new instance of Storage Marnagecloud
close to other Scalarm services.

SES L ECAVEEEIG The average |0 request count on resources usedtdrpgs®
Manager instances drops below the configured tlotdsh

SCAL-4-SM-SI
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Scenario Name Storage Manager scale in due to low workload

Scenario Type Utilized resources reduction

Artefact Storage Manager

Context The average utilization level of resources used Sigrage
Manager instances is below the configured threskottin a

specified time window.

Stimulus Monitoring signals very low number of 10 requestsresources

utilized by Storage Manager instances.

Response The system stops the least utilized instance ab§®Manager.

SES L EERVIEEEIE The amount of utilized resources is reduced, witlsignificant
performance loss.

SCAL-5-SM-SO-2
Storage Manager scale out due to insufficient disgpace

Scenario Id

Scenario Name
Scenario Type Performance increase
Artefact Storage Manager

Context The storage capacity requirement exceeds the blaildisk

space on resources used be Storage Manager instance
Stimulus Monitoring signals low available disk space.

Response The system starts a new instance of Storage Mamagecloud

close to other Scalarm services.

REE L SEAVEEEIG The average available disk space on resources hysé&lorage
Manager instances increases above the configuneidhionin.

SCAL-6-SM-SI-2
Storage Manager scale in due to low workload

Scenario Id
Scenario Name

Scenario Type Utilized resources reduction

Artefact Storage Manager

Context The average utilization level of disk space on ueses used by

Storage Manager instances is below the configumeshold.

Stimulus Monitoring signals very low disk space utilization resources

utilized by Storage Manager instances.
Response The system stops the least utilized instance ab§®Manager.

SES L EERVIEEEIE The amount of utilized resources is reduced, witlsignificant
performance loss.
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The last Scalarm service, which should be scaledheé Simulation Manager. It
constitutes the worker part of the platform; herthe number of its instances
influences the progress rate of data farming erpants conducting with Scalarm. On
the other hand, running too many Simulation Manaljetances may lead to
undesired costs.

Use Case Simulation Manager scaling

Description Adding more instances of Simulation Manager or gtogp the
running ones

Prerequisites The Simulation Manager service is run in multipistances on
(LEENLEWEES R different servers connected with a connection beoScalarm
Assumptions Services

1. PaaSage monitoring collects workload informatioawdb
running Simulation Manager instances

2. Specified performance KPI is violated and an appabte
scaling procedure is triggered

3. The PaaSage platform decides whether to start a new
instance or stop an already running one.

4. The PaaSage platform performs an appropriate gcalin
action

Variations
(optional)

Simulation Manager can be scaled out or in depgnaimthe
progress of conducting data farming experiments

Quality Attributes Conducted data farming experiments’ progress rate

Cost of running computations

Issues

SCAL-7-SiM-SO
Simulation Manager scale out due to insufficient dik space

Scenario Id
Scenario Name
Scenario Type
Artefact

Increase data farming experiment progress rate
Simulation Manager

Context The progress rate of a conducted data experimdotvsr than
expected and the risk of not finishing the experntria time is

too high.

Stimulus Monitoring signals there is too few simulationsigimed in a

specified time window.

Response The system starts a new instance of Simulation lgana the

cheapest cloud, which fulfils Simulation Managegueements.
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FES L ECEAVEEEIE The experiment’s progress rate increases aboveexpected
value.

SCAL-8-SiM-SI
Simulation Manager scale in due to too high cost

Scenario Id
Scenario Name

Scenario Type Execution cost reduction

Artefact Simulation Manager

Context The number of Simulation Manager instances is tstlg, while
the progress rate of the running experiment is alibe expected

level.

Stimulus Monitoring signals too high cost of running Simwdat Manager

instances.
Response The system stops a random instance of Simulatiomalgier.

SES L EERVEEEIE The amount of utilized resources is reduced, witlsignificant
loose in experiment progress rate.

% ) & #
This section groups several scenarios togethexdsier reference.

Scenario  Scenario Ids Description

Group Id

SCAL-SO | SCAL-1-EM-SO, SCAL-3-SM Scalarm scaling out scenarios
SO, SCAL-4-SM-S0O-2, SCAL-7
SiM-SO

SCAL-IN | SCAL-2-EM-SI, SCAL-4-SM-SI,| Scalarm scaling in scenarios
SCAL-6-SM-SI-2, SCAL-8-SiM-
Sl

(=]

Yo * ! " # & #

The following table describes how each Scalarmirsgacenario group maps to the
PaaSage components.

Scenario CAMEL Metadata (Profiler, Executionware = Community/
Group  (Appl. Reasoner, (control, MDDB

Id Model) monitoring,

Adapter) adaptation)

The scaling] PaaSage Profiler analyse$aaSage Storing the datg
out criteria| the CAMEL configuration| Executionware about current
about model & produces a list of executes the workload of
workload, providers that satisfy commands preparedScalarm
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experiment’s

progress rate
available disk
space, and

computation’s
cost are
defined in

Saloon.

deployment
of Scalarm services.

PaaSage Reasoner uses ftigovider selected b
list of providers selected byPaaSage Reasoner

Profiler, scaling ruleg Scalarm service
specification, and instances are
monitoring data to generateinstantiated ang

a list of possible
deployment configuration
of new instances o0
Scalarm services.

PaaSage Adapter genera
commands for new Scalar
service instance
deployment and
monitoring.

requirementsby PaaSage Adapte

on the cloud

notifications are
5 triggered.
f

es
i
5

Brservices
hosting servers,

and

SCAL-IN

The scaling in
criteria about|
workload,
experiment’s
progress rate
available disk
space and
computation’s
cost are
defined in
Saloon.

PaaSage Reasoner uses

monitoring data and currentExecutionware

Scalarm deployment mods
to select the least utilize
Scalarm service instance.

PaaSage Adapter genera
commands for stopping th
selected Scalarm servig
instance.

titaaSage

clexecutes the
dcommands prepare
by PaaSage Adapte
edgainst the selecte

[eRANoN

eScalarm service
dnstance.
The selected
Scalarm Service

instance is stopped.
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The following table maps several Scenario groupis ame integration test group. The
aim of this chapter is to describe the connectibrthe scenario group(s) and the
different integration test scenarios.

Integration test Scenario group Id Description
scenario group

ITG-SCAL-1 SCAL-OUT Integration tests which focus scaling out different

Scalarm services

ITG-SCAL-2 SCAL-IN Integration tests which focus @gtaling in different

Scalarm services
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7 eScience sector — resource intensive simulations
This case is supported by the UULM / ASCS partner.

)

The High Performance Computing Centre (HLRS) isseearch and service institution
affiliated to the University of Stuttgart, and affeg HPC resources to academic users
and industry. HLRS also provides consultancy sessi@nd training for industry and
academia to program large-scale systems and csnexisting applications or
algorithms into large-scale use cases for perfagmsaientific experiments.

Collaborative research with automotive industrgaosie together with the Automotive
Simulation Centre Stuttgart (ASCS), where ASCS disst application-oriented
research in the field of automotive engineering thg use of information and
communication technologies. It also promotes amelacates the transfer of the latest
results of scientific research on numerical simafat The goal of the ASCS is to
provide industry with HPC simulation methods whegttisfy high scientific standards
and also fulfil ambitious industrial demands.

Scientific computing requires an ever-increasingber of heterogeneous resources
to deliver results for growing problem sizes ineagsonable timeframe. With the
current business procedure of HPC centre, it iseqgifficult for users to configure
and manage the execution of their resource-intensapplications. Many
characteristics need to be defined or estimateatiirance, such as how many cores
are actually needed, how much memory is requiredtdonputation, how should the
machines be configured, expected execution tinte,Tdétere is no general strategy to
assess the configuration, as it depends on thefispegjuirements of the application
and its input/output data. Overestimating the afemetioned parameters will occupy
unnecessary computing resources, thus, leading ntoecgssary cost; whereas
underestimation will lead to unnecessary delaysewsh loss of results. The second
problem is that (a) if a user wants to rent deédatesources, a large number of
machines need to be reserved in order to reduceubemll execution time. This
would require that at any time a certain numbemathines are available for usage -
which means the machines have to be reserved emaevand the number of nodes is
fixed. This is not only costly, but also very irfible, leading to a lower resource
utilisation load. (b) If the application is deplayen a publicly accessible HPC centre,
the jobs have to be put in a job queue. In thigciee user competes for the resources
and has to wait for uncertain time before his/hmaliaation can be executed.

To address the above issues, the main objectit@ éennect multiple HPC systems
via cloud for the parallel execution of eScienaaidations or applications. Thus, this
approach helps to achieve the desired higher resauilization level, better resource
usability, and reduce the administrative overhead the users by providing a
“Simulation as a Servicein the cloud.
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Molecular Dynamics (MD) or Computational Fluid Dynizs (CFD) simulations are

highly representative for modern eScience resetasks. This kind of calculations

provides information about how a given substanceabes under a given set of
physical conditions, e.g. to predict material bebaw for industrial purposes. The

same calculations have to be executed multiple stilme sweeping the parameter
values through the parameter range of each bourdengition. The process contains
usually several iterations of execution, e.g. thet fiteration performs a coarse
granular simulation over selected points in theapaater space, while the second
iteration runs fine granular simulations around th@nt that showed remarkable
phenomenon in the first iteration. Simulations iiffedent granularity have also

different requirements on the capability of theotegses.

In the automotive industry, a remarkable shift fratesign processes based on
physical prototypes to a computationally-aided dtgwaent process based on virtual
prototypes is recognizable in the last couple @frgeEspecially in the concept phase,
the most concept relevant decisions are made obahbis of simulation results. For
the virtual prototype or the Computer Aided Engneg (CAE) case, simulations for
the CFD and structural mechanical (ComputationalicBiral Mechanics - CSM)
design of the vehicles are carried out intensiuetye early development phase.

Figure 7.1: CFD simulation of a car side mirror.

An exemplary use case is the development of amid®r, as shown in Figure 7.1.
The current mirror development process combinel bgperimental techniques and
simulation methods. Various areas of developmeatiavolved, such as styling,

engineering, testing, simulation and approval. &bj, the three criteria: styling,

field of view, and flow behaviour (including impaech fuel consumption and noise
emission) need to be taken into account.

The process is as follows. In the early concepsehseveral styling designs (e.g. 5 —
10) are created, either as plasticine models dually. In the very first step of
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deciding whether a mirror design “stays in the tame not, corporate philosophy
plays a much more important role than the field vidw or flow conditions
surrounding the mirror. Only the approved desigappsals pass through the next
stages, namely the field of view and flow analySd® field of view can be verified
with a relatively simple process. On the one haratjous mirror geometries are
physically attached to the vehicle and then andlysed evaluated stationary and
during driving. Obviously this is time-consumingdagostly. On the other hand, more
and more car manufacturers make use of modernalirethods. Diverse virtual
mirror geometries are instantaneously installedaorirtual driver's seat to perform
studies of the content in the mirror and evalu&ae visibility. Again some of the
mirror designs might be discarded, while othersewgd the most expensive or
complex part of the development process, i.e. thB @nalysis. The traditional way is
to perform wind tunnel experiments which require tise of full vehicles. Faster,
cheaper and much more flexible is again the virbeainterpart, i.e. flow simulations
on HPC machines, as shown in Figure 7.1. The imgetsd mirror designs are
calculated, evaluated, compared to each other d winnel results, and optimized
from the flow and pollution point of view. The wlgotesign process is iterative, and
most often the best compromise between stylingfamctionality.

To summarize, the current side mirror developmeatgss includes experimental as

well as virtual methods and still a lot of manuairiwregarding the simulations and
evaluations of results which could be automatethénfuture.

$

Figure 7.2: Architecture of target application acress HPC and cloud.
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In order to enable the execution of such simula#ipplications on various resource
environments, PaaSage has to be able to suppokflowiike applications such as
depicted in Figure 7.2. An approach may involveftil®wing main modules:
- Workflow engine is responsible for the configuration, instantiafio
execution, monitoring and control of distributedks across cloud and HPC.
This includes the necessary access rights, dateecsian, scaling behaviour,
implicit adaptation to the infrastructure and idicdtion of appropriate
distributed resources.
Visualization web application is responsible for visualising the complex
three-dimensional structure of the datasets in-tred. It enables users to
analyse their datasets intuitively in a fully immsige environment through
state of the art visualization techniques includuadjume rendering and fast
sphere rendering. It is a module developed by HhMA®In the COVISE
project.
Pre-processing moduleis responsible for preparing the input data togethe
with the corresponding values for the initial anoubdary conditions. The
required data must meet precise requirements thamgly depend on the
considered numerical method.
MD/CFD instances are compute and communication intensive, and usuall
run using OpenMPBland OpenMP The instantiation of one the simulations
are dynamic during the execution of the workflovd &ne number of instances
is depends on the application configuration andpuwautof individual
parameters probe.
Post-processing modulés responsible for analysing and preparing the wutp
data for visualisation to end-user. It also allaysamic update of simulation
configurations like boundary conditions to run saléerations before desired
result is found.
Centralised data storagds mainly used to access persistent input/outpes fi
of the applications. The final result of entire graeter sweeps will be
aggregated on the centralized storage.

Since users interact directly with the system tgtothe interfaces of the workflow
engine and/or the visualization service, they rtedak deployed in a public or at least
in a shared cloud environment for e-Science us@,in a private cloud environment
for industry users, so that the users can accesagplication from anywhere and at
any time. Taking advantages of the cloud could a&seure the availability and
scalability of these modules. The simulation aggtlans might involve different user
groups e.g. academia, institute or car manufactimeorder to realise multi-tenancy
for serving those multiple user groups (tenantspasate software instances have to
be set up. In addition, real-time requirements nétessitate low response time of the
according services.

Due to the performance issues, the MD/CFD simutatmdules have to be deployed
to HPC or private cloud that provides compatiblefgrenance. The simulation
modules will be instantiated at run time and thpliaption code together with input

7 http://www.hlrs.de/organization/av/vis/covise/
8 http://www.open-mpi.org/
% http://www.openmp.org/
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data are to be staged in to allocated compute ressult has to be noted that, as
shown in Figure 7.2, the simulation module itsslfai sub-workflow and contains
different computation steps that can be roughlhegatized into three groups: pre-
processing, simulation and post-processing. Theses scan be similarly treated as
individual logical blocks or modules with individuscaling behaviour.

The pre- and post-processing modules could be deglto HPC or cloud depending

on a specific use case, e.g. the requirementsmafrete tools/algorithms based on the
capability of the resources. Different instances poé- or post-processing with

different configurations are required for differentmber of simulations. They should

also scale out/in together with the simulation meslio improve the performance.

Regarding the data storage service, strong consiskeud storage is required due to
the parallel read/write and there is large-volunagadiransfer (up to several GBs
depending on problem size) between the cloud stoaag other modules. Depending
on the specific case, the results may be sharelicpiiin which case the data storage
service may be hosted in a public cloud. Howevatustrial use cases will insist on
private deployment and maximum security.

$

HPC plays an incomparable role in industrial ar@asl academic researches,
particularly for compute-intensive applications. wéver, scientific computing
requires an ever-increasing number of heterogenezagirces to deliver results for
growing problem sizes in a reasonable timeframethWhe current business
procedure of HPC, it is difficult for users to asseand manage the execution of such
applications. With the recent cloud hype, therelie®en a growing interest from the e-
Science and HPC community to exploit cloud infrastire, as they seem to offer just
the capabilities required by the researchers beacailiss well-known advantages:

Strong computing resources (scalability)

“on-demand resources” (elasticity)

High availability

High reliability,

Large data scope

Reduced capital expenditure (cheap).

Cloud appeals to the scientists that need resounsesediately and temporarily.
Scientific applications with minimal communicatiamd I/O are also best suited for
clouds. Thus, the HPC community would benefit mofthm a combination of the
strength of the two environments.
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The below scenario relates to scaling in the appba due to job completion and/or
cost issue.

Scale in of an application
Scale in or reducing the number of running VMs

Prerequisites None
(Dependencies) &
Assumptions

1. The PaaSage platform monitors the relevant KPsh su
as CPU load of VMs and the current running cost

2. The PaaSage platform detects job completion or the
running cost is close to the threshold

3. The PaaSage platform performs a scale in by slguttin
down idle and unused VMs

4. The PaaSage platform monitors the above KPIs

Variations
(optional)

Quality Attributes - Scale in due to job completion is defined in RIS-SI
RUN-1
Scale in due to running cost is described in RIEST-

1
Job completion and running cost

Scale in due to the job completion
Scenario Type Shutting down unused or idle VMs

Shutting down unused or idle VMs due to job comptet
Stimulus The running job signals its completion or the rumgnV/Ms have
low or zero CPU loads over the last minutes.
The system shutdowns unused or idle VMs.

SES L EERVEEEIE The low or zero CPU load reported by the monitoriagility
exceeds a specified time limit.

Scale in due to higher running cost
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Scenario Type

Artefact

Context

Stimulus

Response

Response Measuré

Shutting down idle and/or running VMs

Pre-processing and post-processing modules alongh wi
MD/CFD instances

Shutting down idle and/or running VMs in order &mluce total
running costs

The system detects an issue regarding to higharingncost
than estimated.

The system shutdowns idle and/or running VMs.

The running cost detected by the system exceedsréhdefined
cost estimation and/or the total cost.

The below scenario relates to scaling out or miggathe application to a different
provider due to waiting time in the job queue.

Use Case
Description

Prerequisites

Scale out or migration of an application
Scale out or migrate the application to a differgmaivider
None

(Dependencies) &
Assumptions

1. Performance KPI is violated

2. The PaaSage platform seeks and finds an alternative
solution

3. The PaaSage platform performs a scale out

4. The PaaSage platform monitors the relevant KPI

AVETETS

(optional)

Quality Attributes - Scale out due to job queue issues are defined3rF-
JBQ-1 and RIS-SO-JBQ-2

Scale out due to network latency issues are destrib
RIS-SO-NET-1, RIS-SO-NET-2, RIS-SO-NET-3 and
RIS-SO-NET-4

Scale out due to cost minimisation objective itetisin
RIS-SO-CST-1

Scale out due to licensing issue is mentioned B 80-
LCS1

Job queue, network latency, cost minimisation &&hking
issue
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Scenario Id RIS-S0O-JBQ-1
Scenario Name Scale out due to long waiting time in the job queue

Scenario Type Reduction of the waiting time in the job queue

Artefact Pre-processing and post-processing modules alongh wi
MD/CFD instances

Context The queue waiting time is higher as a configurdiohét since a

specified amount of time.

Stimulus Queue monitoring signals a significant problem otrez last
minutes about the long waiting period.

Response The system moves the application onto a differestbied. This
might be a different HPC or cloud provider thatlexated
nearby.

RS ECAVEEEIG The waiting time reported by the monitoring fagiléxceeds a
specified time limit.

Scenario Id RIS-S0O-JBQ-2

Scenario Name Scale out due to high number of jobs in the queue

Scenario Type Reduction of the waiting time in the job queue

Artefact Pre-processing and post-processing modules alongh wi
MD/CFD instances

Context The number of jobs that are in front of the quekigher than a

pre-defined threshold or limit.

Stimulus Queue monitoring signals a significant problem otrez last
minutes about the high number of jobs exceedingtireshold.

Response The system moves the application onto a differestbied. This
might be a different HPC or cloud provider thatlexated
nearby.

SCEE e ERVIEERIE The number of jobs reported by the monitoring faceéxceeds a
pre-defined threshold or limit.

The below scenario relates to scaling out or miggathe application to a different
provider due to network issues.

Scenario Id RIS-SO-NET-1
Scenario Name Scale out due to network latency
Scenario Type Network latency reduction

Artefact Pre-processing and post-processing modules, MD/CFD
instances, and visualisation web component.

Context The (network) latency time is higher as a configigalimit
since a specified amount of time.
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Stimulus Network monitoring signals significant latency plein over the
last minutes.

Response The system moves the application onto a differestbied. This
might be a different HPC or cloud provider thatlexated

nearby.

REE L EEAVEEEIG The average latency reported by the network mangdiacility
drops below a specified limit.

RIS-SO-NET-2
Scale out due to low network bandwidth

Scenario Id
Scenario Name
Scenario Type
Artefact

Network bandwidth consumption
Workflow engine and visualisation web component.

Context The network bandwidth is lower as a configurabheitlisince a

specified amount of time.

Stimulus Network monitoring signals significant bandwidtroplem over

the last minutes.

Response The system moves the affected artefacts closdret@entralised

data storage.

RS ECAVEERIG The average bandwidth by the network monitoringlitgarops
below a specified limit.

RIS-SO-NET-3
Scale out due to Network File System (NFS) issues

Scenario Id
Scenario Name

Scenario Type Problems with NFS with respect to response time higgh

latency

Artefact MD/CFD instances and post-processing module

Context NFS is not responsive or has a high latency aftegred of time

Stimulus Network monitoring signals significant NFS problesver the

last minutes.

Response The system moves the affected artefacts onto ardiit testbed.

This might be a different HPC or cloud providerttiglocated
nearby.

FES L EEAVEEEIE The average response time by the network monitoidicgity
increases above a specified limit.

RIS-SO-NET-4
Scale out due to missing connectivity to the liceaserver

Scenario Id
Scenario Name

Scenario Type Problems with the authorisation of the license kayexternal

license server due to network error
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a successful connectivity to the license server.

MD/CFD instances, and pre-processing and post-psiog
modules

No connection to license server

Connection error to the license server

The system moves the application onto a differestbied with

| Response Measur

SR EERVEEEIE Connection error to the license server
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RIS-SO-CST-1
Scale out due to cost minimisation

Scenario Id
Scenario Name
Scenario Type
Artefact

Minimising total cost
Pre- and post-processing modules and MD/CFD inst&anc
Context Higher cost than other testbeds or providers

Stimulus The estimated / initial cost calculation is highlean a defined

threshold

Response The system runs the user application onto a cheaptred.

SES N EEAVEEEIG The estimated / initial cost calculation is beloke tdefined
threshold

RIS-SO-LCS-1
Scale out due to licensing issue

Scenario Id
Scenario Name
Scenario Type
Artefact

Licensing issue
Pre- and post-processing modules and MD/CFD inst&anc

Context The licensing issue prohibits the use of particlilararies or

programs outside the specified premises

Stimulus License restriction imposed by the system admatistr or

owner

Response The system runs the user application into a testbatihas the

proper license.

SES L EERVIEEEIG License restriction imposed by the system admatistr or
owner
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Use Case Handling confidential data
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Description Confidential data need to be stored and run irteécuproviders

Prerequisites None
(Dependencies) &
Assumptions

1. Performance KPI is defined in Service Level Agreeime
(SLA)

2. The PaaSage platform seeks and finds a solutian tha
satisfies the SLA

3. The PaaSage platform executes the application

. The PaaSage platform monitors the relevant KPI

I

Variations
(optional)

ONENWANNEEM Described in more detail in the quality attributersarios:

RIS-DT-LOC-1 and RIS-DT-LOC-2

Issues The location of storing and running confidentiatada

RIS-DT-LOC-1
Storing confidential data

Scenario Id
Scenario Name
Scenario Type
Artefact

Data location problem
Centralised data storage

Context Confidential data need to be stored locally (peveloud) or a

trusted HPC centre.
Stimulus SLA specifically defines where to store the data.

Response The system runs the application on a private cloud trusted

HPC centre.
FES L EERVEEEIG The location of running application.

RIS-DT-LOC-2
Running confidential data

Scenario Id
Scenario Name
Scenario Type
Artefact

Data location problem
Pre- and post-processing modules and MD/CFD instanc

Context Applications that use confidential data need torioe locally

(private cloud) or on a trusted HPC centre.

Stimulus SLA specifically defines where to run the applioas.

Response The system runs the application on a private cloud trusted

HPC centre.
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SES L EEAVEEEIE The location of running applications.

The below scenario relates to authorisation issues.

Use Case Authorisation issues

Prerequisites None

(Dependencies) &
Assumptions

Description Managing user roles and permissions as well asgrsaps

1. The PaaSage platform enables system administitators
create and define several user roles and permgamn
well as user groups

2. The system administrators create users and alltivane
to the appropriate roles, permissions and groups

3. The PaaSage platform seeks and finds a solutidn tha
satisfies the SLA

4. The PaaSage platform gives system and data acalgss o
to the authorised users

Variations
(optional)

OIENWANNEEM Described in more detail in the quality attributersario:

RIS-AT-MGT-1 and RIS-AT-MGT-2.

Issues User access to system and data

Scenario Id RIS-AT-MGT-1

Scenario Name Managing user roles and permissions
Scenario Type

Artefact

User management

Workflow engine, centralised data storage and Vizsatton web
application

Context Access to data is regulated, thus, only authorigedrs are

allowed.

Each user account is associated with one or moles rb
permissions.

Stimulus

Response Users are given access to the system accordirngeiiorbles and

permissions.

Response Measurda\[e]gl=
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Scenario Id RIS-AT-MGT-2

Scenario Name Managing user groups

Scenario Type User management

Artefact Centralised data storage and visualization webi@admn

Context Users can belong to one or more collaboration goigp a
limited time only, i.e. during the project duration

Stimulus Each user account is associated with one or mol&s rb
permissions.

Response The system denies access to the data for non-sedarsers.

Response Measurda\[e]gl=

The below scenario relates to security issues.

Use Case Security

Description Security-related issues when running applications

Prerequisites None
(Dependencies) &
Assumptions

1. Users defined security requirements related to the
network communication and single tenancy mode

2. The PaaSage platform provides a secure access to th
testbed and experiment results via HTTPS, SSH and/o
VPN

3. The PaaSage platform seeks providers that candeavi
secure access and able to run applications ingtesin
tenancy mode

4. The PaaSage platform executes the application

5. The PaaSage platform monitors network access and
single tenancy mode

Variations
(optional)

OINEUWANNEEM Described in more detail in the quality attributersarios:

RIS-SC-ENC-1 and RIS-SC-TCY-1

Issues Network communication and single tenancy

RIS-SC-ENC-1

Using secure network communication

Scenario Id

Scenario Name
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Artefact

Context

Stimulus

Response

Scenario Id

Artefact

Context

Stimulus

Response

Scenario Type

Scenario Name

Scenario Type

application

experiment results

communication

RES N RVEESIG: None

RIS-SC-TCY-1

Single tenancy mode

VMs

Response Measurda\[e]gl=

Secure network communication

Workflow engine, centralised data storage and Vizsatton web

Network communication among the artefacts shaéreypted
The use of HTTPS, SSH and/or VPN to access thbegsind

The system choses a provider that offers securevoniet

Host all running VMs to be executed on the same phical
servers (single tenancy mode).

Pre- and post-processing modules and MD/CFD inst&anc

When executing the application on the cloud, atining VMs
shall be executed on the same physical servers.

SLA defines this requirement
The system allocates dedicated physical serversiricall the

This section groups several scenarios togethezdsier reference.

Scenario  Scenario Ids Description

Group Id

RIS-SIG- | RIS-SI-RUN-1, RIS-SI-CST-1 Scaling in scenariogydered by
JOB job related stimuli

RIS-SOG- | RIS-S0O-JBQ-1, RIS-S0O-JBQ-2 Scaling out scenarimgdred by
JBQ job queue related stimuli
RIS-SOG- | RIS-SO-NET-1, RIS-SO-NET-2, | Scaling out scenarios triggered
NET RIS-SO-NET-3, RIS-SO-NET-4 | hetwork latency related stimuli
RIS-SOG- | RIS-SO-CST-1, RIS-SO-LCS-1 Scaling out scenarimgéred by,
CST cost related stimuli

RIS-DTG- | RIS-DT-LOC-1, RIS-DT-LOC-2 | Scaling out scenariomygered by,
LOC data related stimuli

RIS-ATG- | RIS-AT-MGT-1, RIS-AT-MGT-2 | Scaling out scanos triggered by
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MGT authorisation related stimuli
RIS-SCG- | RIS-SC-ENC-1, RIS-SC-TCY-1 Scaling out scenariaggered by,
ENC security related stimuli

|

Y

Scenario CAMEL Metadata (Profiler, Executionware  Community/
Group  (Appl. Reasoner, (control, MDDB
Id Model) Adapter) monitoring,
adaptation)
RIS-SIG- | The criteria| The Profiler analyses theThe monitoring| Records
JOB about the| CAMEL model and provides afacility collects all| summarized
CPUe-related | list of providers that matchesCPU-related metrics data sets abol
metrics and the defined criteria. and running costs. | CPU-related
cost are| The Reasoner uses the metrjc§ necessary, the Metric and cos
defined in| from the  Executionwar¢ Executionware for each
CAMEL. monitoring facility to select (adaptation and Provider  from
the best matching providgrcontrol) shutdowng Pre€VIOUS — runs
which satisfies the costidle and/or running @nd from the
parameters, the SLAVMs. (external)
definitions etc. PaaSage
For modifications of the community.
deployment, the Adaptqr
gueries the MDDB to find a
different solution which still
satisfies the defined criteria.
RIS- The criteria| The Profiler analyses theExecutionware Storing the datd
SOG-JBQ| about job| CAMEL configuration model measures the averageabout average
queue arg & produces a list of providerswaiting time in the| waiting time in
defined in| that satisfy the SLA. job queue. the job queusg
Saloon. The Reasoner uses the€Components arg from different
monitoring data to choose |amoved to the othef Providers.
provider with the min. averagesuitable provider.
waiting time in the last few
minutes.
The Adapter queries MDDB
to find a better provider which
still satisfies the SLA, and
generates a reconfiguratign
plan.
RIS- Latency The Profiler analyses theExecutionware Storing the data
SOG- specification | CAMEL configuration model measures the latengyabout network]
NET for network| & produces a list of providersof network-related latency and the
related that satisfy the SLA. components. locations
COmponents. | The  Reasoner uses the&Components are serviced  from
Defined  in| monitoring data to choose [amoved to the othey different
WS- provider with the low network suitable provider. | Providers.
Agreement. | jatency in the last few
minutes.

The Adapter queries MDDB

to find a better provider whic

|

=)
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still satisfies the SLA, an

generates a reconfiguratign
plan.
RIS- The criteria| The Profiler analyses theExecutionware Storing the data
SOG-CST| about  costf CAMEL configuration model measures usage andibout usage and
parameters | & produces a list of providerslicense costs  of license COStS
and that satisfy the SLA. running applications| from different
objectives | The Reasoner uses theomponents arg Providers.
are defined i monijtoring data to choose |amoved to the othef
Saloon  and provider that satisfies the cossuitable provider.
WS- parameters and objectives.
Agreement. The Adapter queries MDDB
to find a better provider which
still satisfies the SLA, and
generates a reconfiguratign
plan.
RIS- The criteria| The Profiler analyses theExecutionware Storing the
DTG- about datg CAMEL configuration model provides information information
LOC location and| & produces a list of providersregarding to the about the
their usage that satisfy the SLA. location of data and location of datd
are defined in The Reasoner uses thdunning applications, and running
the following | monitoring data to choose |aComponents are applications.
DSLs: provider that satisfies themoved to the othef
CloudML, models. suitable provider.
gzlcouc:ir:y and The Adapter queries MDDB
' to find a better provider which
still satisfies the SLA, and
generates a reconfiguratign
plan.
RIS- The criteria| The Profiler analyses theExecutionware sets Storing the
ATG- about usen CAMEL configuration model the appropriate information
MGT and  group| & produces a list of providers permissions to users,about user
managements that satisfy the SLA. groups, data androles, groups
are defined in The Reasoner uses thdunning applications, and
CERIF and| monitoring data to choose |a permissions.
Security. provider that satisfies the
models.
The Adapter performs high-
level application management,
which involves monitoring
components and usage ©n
multiple cloud providers.
RIS-SCG-| The criteria| The Profiler analyses theExecutionware uses Storing the
ENC about CAMEL configuration model secure information
security and| & produces a list of providerscommunication and about security|
running VMs | that satisfy the SLA. runs the VMs ag features and

are defined in
Saloon,
CloudML

and Security]
DSLs.

The Reasoner uses i
monitoring data to choose
provider that satisfies th

models.

The Adapter performs high
level application managemer
which involves monitoring
components and usage
multiple cloud providers.

hspecified in the
amodel.

e

—

functionalities,
and the location
of running
VMs.
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) $

Integration
test
scenario

group

Scenario group Id

Description

RIS-ITG-1 RIS-DTG-LOC, Integration test which focuses on the data priveny
RIS-ATG-MGT, security issues.
RIS-SCG-ENC

RIS-ITG-2 RIS-SIG-JOB, Integration test which focuses on scale-in andesoat
RlS-SOG-JBQ, scenarios.
RIS-SOG-NET,

RIS-SOG-CST
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8 Public sector — human milk bank

This case is supported by the EVRY partner. Thergason is preliminary, due to
the substitution of this use case.

*

EVRY is the largest IT Company in Norway and theosel largest IT services
company in the Nordic region. With 10.000 employee¥RY delivers daily IT
services from 50 Nordic towns and cities for mdmant 14.000 public and private
sector customers. EVRY provides very extensivevdaks to Norwegian and Nordic
companies, financial institutions, national pubdiector entities, municipalities and
health authorities. EVRY is the force behind a veh@nge of innovations that have
transformed and simplified the way people accesdcsEs across society. Around 1
million Norwegians use services delivered by EVRXleday. According to EVRY's
estimates virtually the entire Norwegian populati@s used IT services delivered by
EVRY over the course of each week.

EVRY has a large business group focusing on puddator. EVRY’s ERP and case
management solutions for the public sector alongpeu 70% of all citizens in

Norway. Its strategy is to maintain and developsit®ng position in public sector,
creating value for its customers to the benefaaxdiety.

The Norwegian and European public sectors are updessure to develop more
efficient ways of providing services for the inhalnits and businesses. In the next ten
years, the demographics of Norway will go througsigmificant shift where a large
proportion of the population will transfer from bhgiof working age into retirement.
This will give two effects on the public sectoretdemand for public services will
increase significantly; and there will be a redoietin the total size of the workforce.
ICT and cloud will be a significant driver to redu¢he negative sides of the
demographic change.

There are currently 428 municipalities, 19 regiomadl-level governmental districts

and a numerous of central government units inclydiegional health authorities

which owns all public hospitals. For many of thélmw services, integration across
public units and across different technologiesrarpiired. The result is an enormous
architectural challenge in order to modernise mubdictor.

%
Cloud computing will be an important enabler in thgitalization of public sector.

Information security and control on data is impottéor our customers and public
sector. Therefore, our main strategy is to delisdeud service from EVRY’s data

centre — typical a “private cloud”. But since theme so many different systems and
vendors, including on-premise legacy applicationsve- need to handle “multiple

hybrid cloud”.

EVRY has selected the “Human Milk Bank” project asuse case and pilot for
PaaSage. This project is a part of our Health @atative in business group Public
Sector.
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The milk bank project will simplify, increase trat®lity, increase security and
increase collaboration for the human milk bankse Thlk bank collects milk from
mothers that has the ability to produce more thegdad in order to give to mothers
that not are able to produce enough or at als B market between mothers and the
milk banks (a hospital) and between milk banks gitats). Human milk bank and
breast milk has a lot of focus in other parts & torld, including Europe, both for
the obvious health reasons and for economic regsonkeaper).

The pilot developed in Norway can potentially bélea out to hundreds of milk

banks other parts of the world. In Norway we haaday 12 milk banks. In US and
Canada together there are only 19(!) One of theoresa for this low number is

security concerns and complexity. The milk bank cage wants to solve this. This
solution could also potentially be used to donaieiokinds of fluids.

Figure 8.1: Active vs. planned milk banks in Europe

From a technical point of view we are talking abptivate or community cloud, Ul
for the laboratory workers, data register, datahearge and integration. Hand held
units and potentially self-service on mobile. Alsasy rollout to other regions. The
application is based on Microsoft. This alone \iélve a value for PaaSage since a
true multi-Cloud deployment platform must suppd tMicrosoft stack — like it or
not.
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The milk bank solution will be built as a true atbapplication with support for
multiple languages. Phase 1 will be to deploy oa wrilk bank pilot. If this succeeds,
it can be deployed nationally and last preparedjfoloal deployment.

The first version of the pilot does not necessardgd the cloud or PaaSage. It can be
implemented as a traditional web application. Baltirrg out this application to a
larger scale of milk banks and still keep the opjenal and maintenance cost down,
cloud is essential. And since the customers hagie thvn preferences on cloud and
are location sensitive, we are talking about demleyt to multiple clouds. This is the
sweet spot of PaaSage.

The Public Sector Milk bank case will therefore dastrate two scenarios:

1. The deployment and use of Microsoft technologyaiaSage
2. Modelling and deployment of an application in nplé&iclouds.

%

EVRY is working on a pilot of the milk bank solutioThis pilot will be deployed for
a single milk bank. The ambition is to roll thistmational if the pilot is a success.

The figure below shows the workflow and architeatwverview for the stand-alone
pilot. This pilot will be developed as a pure cloapplication with multi language

support. The milk is delivered frozen at the hadpfstep 2) and is analyzed,
controlled and registered in the lab (step 3) keefbiis transferred to the milk bank
stock (step 4). The nurse brings the milk to thi#doén in the hospital. She uses a
hand held device to scan the milk and child in otdesecure traceability.
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After a successful pilot deployment (phase 1),ahwition is to roll the solution out
nationally in Norway (phase 2). The four regionahhh authorities in Norway has in
total 12 milk banks. The regional health authorgyganizes and handles ICT
separately and potentially can have their own clmaflerences.

Given a successful launch in Norway, EVRY can dglimilk bank solutions to the

Nordic countries (phase 3) and the rest of the dvfphase 4). Different nations have
different politics and ways of handle ICT and smlng within health care. In order to
deliver a cost efficient cloud solution in that dascape we need to handle multiple
clouds in an efficient manner.

With PaaSage, we should be able to model the #@tdlitecture of our managed
service for the milk banks. Helping us to develbp &pplication once and deploy it
cross-cloud. Managing the solution like it was dgpt to one single cloud.

The figure above illustrates the potential roll pbses and shows the complexity of
multi cloud, and how we would like to build “onengle virtual cloud”.

The figure below show a few GUI mockups for thekntibnk solutions.
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There are currently 428 municipalities, 19 regiomadl-level governmental districts
and many central government institutions in Nont@day. The hospitals are grouped
into four regional health authorities. All of theseits are more or less autonomous
regarding ICT services (there are some nationalulagigns). Simplification,
standardization, reuse and scalability are importaver’'s in the future public ICT
architecture. In order to meet future challenges la@ a catalyst for innovation and
digitalization of public sector, EVRY must contintee master the complexity of the
cloud and develop new sustainable business models.

Despite simplification, standardization and reusaltiple clouds are unavoidable due
to regulations and autonomous public unites. Thedrfer multiple clouds will be

enhanced approaching other countries. Many of th@iQICT services/applications
are small and not necessary commercial attractiveuch small scale. In order to
make it sustainable for commercial companies, theices/applications must be
delivered in a large volume. But as stated abougel volume can lead to multiple
clouds which can be costly to manage. In a largebal deployment it is also

important to constantly be able to easily changmiatiproviders according to the
customer preferences and needs. Typical new régsgaforce the public unit to

change the underlying cloud provider or move thaiegtion/data.

The human milk bank is an example of a relativatypde application which, isolated
to one bank/installation, may have a limited conuiarpotential. This again can
make it challenging for one single milk bank torgahe cost. In order to get volume,
multiple clouds are required due to regulations ammnomous public units.

To make the cost as low as possible for customers the public sector, EVRY

would like to manage multiple clouds as one *“virtuacloud”. To do so we need a
technology like PaaSage. For customers that are nittat sensitive to location or

cloud vendor, EVRY can use PaaSage to select optihdoud vendor according

to their requirements.

Use Case Handle Microsoft application in multiple clouds

Description Manage a Microsoft application in multiple hetenogeus
clouds as one single “virtual cloud”

Prerequisites PaaSage must support Microsoft technology
(Dependencies) &

Assumptions

Change in global milk bank architecture needed

a. New milk bank deployment

b. Upgrade of milk banks

c. Emergency patch of single bank
d. Termination of milk bank
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e. Move milk bank
Depending on scenario, the deployment is triggbesethe cloud
deployment manager manually according to the depéoy
scenario modelled in PaaSage.

Variations
(optional)

Quality Attributes

Issues Cost optimization, heterogeneous multi cloud ortla¢ien and
management

PUBL-NEW

New milk bank deployment

Multi-customer

Web application, database and related artefacts

Context New planned customer (milk bank) introduced in tiebal
architecture. New deployment model created in Pga&ad will
be triggered manually. Target scripts/adapterseady.

Planned deployment as a result of a new custonreeagent

PaaSage will interpret the deployment model anédexbrdingly

RES oo ENVEEET: Cost and complexity reduced. The Human Milk bangdiaption
can be managed as one virtual cloud applicatiom ¢éveugh it
IS running on a heterogeneous multi-cloud architect

Scenario Name Planned upgrade/release of all applications indeployment
architecture

Scenario Type Multi-customer
Artefact Web application, database and related artefacts

Context A planned new release of all deployed applicatimslelled in
PaaSage.

Planned deployment as a result of a planned release
PaaSage will interpret the deployment model anédexbrdingly

SES L EERVEEEIE Cost, complexity and risk reduced. The Human Mil&nk
application can be managed as one virtual clouticgtion even
though it is running on a heterogeneous multi-clacahitecture.
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Quick fix or patch of a single milk bank applicatialue to a
local error situation. To be followed by PUB-UPGR.

Multi-customer

Web application, database and related artefacts

Context Error situation at a single milk bank. Error idéietl and fixed
but will only be rolled out to the affected clouthe fix will be
upgraded in the next release that will be rolled giobally
ASAP according to the PUB-UPGR scenatrio.

Planned single deployment as a result of an exor f
PaaSage will interpret the deployment model anéeobrdingly

SES L EERVEEEIE Cost, complexity and risk reduced. The Human Mil&nk
application can be managed as one virtual clouticgtion even
though it is running on a heterogeneous multi-clatchitecture.

PUB-TERM

Termination of an existing milk bank
Multi-customer

Web application, database and related artefacts

Context And exiting milk bank agreement is terminated aechoved
from the deployment architecture

Stimulus Planned clean-up and removal of an application eessalt of a
terminated agreement

PaaSage will interpret the deployment model anéeobrdingly

S EERVEEEIG Cost and complexity reduced. The Human Milk bandiaption
can be managed as one virtual cloud applicatiom &veugh it
IS running on a heterogeneous multi-cloud architect

Scenario  Scenario lds Description
Group Id
PUBG-DEPL | PUB-DEPL, PUB-UPGR, PUB-Deployment scenarios
FIX
PUBG- PUB-TERM Clean-up scenario
TERM
PUBG- PUB-DEPL, PUB-TERM Move an application to new cloud
MOVE NOTE: The DB is handled manually in this
scenario
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Scenario CAMEL Metadata (Profiler, Executionware Community/
Group  (Appl. Reasoner, (control, monitoring, MDDB
Id Model) Adapter) adaptation)
PUBG- Global milk | The Profiler analyses Executionware provides Storing the
DEPL bank the CAMEL | information regarding ta information
architecture configuration model the location of data andabout the
defined in| and verify the SLA. running applications. It location of data
CAMEL The Reasoner uses thdrovides —an  overall and running
monitoring  data  td Picture of the health andapplications.
satisfies the models (if deployment architecture. | information
requested). at:out usen
The Adapter performs ;c;]gs, groups
high-level application .
mgnagement.pp permissions.
PUBG- Respective The Profiler analyses Executionware provides
TERM application the instructions in information regarding tg
removed from| CAMEL and the| the location of data and
CAMEL Adapter scripts  the running applications
local clean-up| Secure traceability and
procedure. audit of data and the
clean-up.
PUBG- Instructions off The Adapter can queryExecutionware provides
MOVE move and| the MDDB to find a| information regarding tg
clean-up better provider which the location of data and
defined in| still satisfies the SLA] running applications
CAMEL and generates aSecure traceability and

reconfiguration plan. | audit of data.

* $ |

Integration Scenario group Id Description
test

scenario
group

PUB-ITG-1 | PUBG-DEPL, PUBG-MOVH Integration test whifocuses on deployment
PUB-ITG-2 | PUBG-TERM Integration test which focusesclean-up
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9 Generic Requirements on the PaaSage Platform

This section describes some generic use casdsedtaaSage platform. The use cases
are based on discussions with case study partndrieahnical partners.

+ . [/ 01 20 -

Use Case Basic Multi-cloud deploy/un-deploy/redeploy

Description Company A un-deploys n-tier application from pravatoud and
redeploys on public cloud:

Database contains personal data (Privacy)
Data must stay in country (Data location)

Prerequisites It is assumed that the deployment is multi-clougl, that it can
(DL ERWEES RS involve several cloud providers.
Assumptions

1. The system administrator has deployed a multi cloud
application in a private cloud with the PaaSagéqian

2. The system administrator requests the PaaSagerphatf
to un-deploy the multi cloud application. The
Executionware stops the VM and saves system images.

3. The PaaSage Reasoner calculates the best possible
deployment that meets the applications requiremeants$
presents it to the system administrator.

4. The system administrator confirms the proposed
deployment

5. The Reasoner then passes the deployment to thaekdap
and the Executionware to deploy it on a targetalou

Variations
(optional)

Quality Attributes

Issues
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Figure 9.1: Un-deploy, redeploy scenario

The above figure illustrates a scenario of this cage. Company A has a private
cloud and is running an n-tier application, alonghvwnany other applications. This is
described in the “As Is” state. The IT administratoust perform some maintenance
on the machines of the n-tier application. Unfoatety there are no more available
machines in the private cloud. Using the PaaSageopin the IT administrator un-
deploys the n-tier application from the privateudoand redeploys it on a public
cloud in Europe to meet data location and privamystraints. The resulting state is
described as the “To Be” state where we see tleaptivate cloud initially deployed
components are now deployed in the public cloud.

+ 1 ! 1

Hybrid cloud with scale-out to public cloud

Description Storyboard
Company A deploys n-tier application on hybrid ddprivate
with scale out to public cloud)

Database contains personal data (Privacy)

Data must stay in country (Data location)

Prerequisites The application has been designed to be deployacioud.
(Dependencies) &
Assumptions

1. The system administrator submits a deployment itque
for a n-tier application.

2. The Reasoner examines the application requirenagts
proposes to deploy the application components on a
hybrid cloud, i.e. some of the components are deglo
in the private cloud, and other components areayepl
in the public cloud. The deployment is constraibgd
the requirements on personal data and the restriot
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data location.

3. The system administrator accepts the deployment
proposed by the Reasoner.

4. The Executionware deploys the components in the
private cloud.

5. The Executionware deploys the components in thégub
cloud. This requires that the PaaSage platform Have
credentials to access the public cloud.

6. The Executionware starts the application and starts
monitoring its execution.

Variations
(optional)

Quality Attributes - Privacy

Confidentiality

Data location

Figure 9.2: Hybrid Cloud with Scale out to Public Goud
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+ 1 1 # #3 1
Use Case Cross-cloud deployment to optimize cost
Description Move to multiple clouds (cross clouds) to optimikae cost with

data location constraint.

Prerequisites
(Dependencies) &
Assumptions

1. The system administrator requests PaaSage to dapley
tier application. The administrator provides anechiye
function for the deployment. The objective function
specifies that cost of the deployment must be misech

2. The Reasoner retrieves the list of public clouds theet
the requirements. It finds a deployment that misasi
cost while satisfying constraints such as datatioca
privacy or response time. The deployment is preseta
the system administrator.

3. The system administrator evaluates the cost of the
proposed deployment. He either accepts the deplotyme
or requests a new deployment.

4. If the deployment is rejected, he can edit theiappbn
requirements such as the objective functions or
constraints. The Reasoner goes back to step Zradsl f
another deployment that minimises cost.

5. If the deployment is accepted, it is passed toAidhapter
and Executionware to be deployed and monitored.

Variations
(optional)

Quality Attributes - Cost
Data location

Issues
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Figure 9.3: Cross Cloud Deployment to Optimize Cost
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Cross-cloud scalability under cost objective

Description User load varies and the application must scalsistently

across the different clouds.

Cost objective function must be respected.
Performance must be improved

Prerequisites The multi-cloud application is deployed across saveoud
(BTN EREES RN providers
Assumptions

1. The system administrator submits an applicatiopeto
deployed.

2. The Reasoner proposes a deployment involving skevera
cloud providers.
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3. The system administrator selects the proposed
deployment; the Adapter and Executionware deploy it

4. The Executionware monitors the deployment, and the
monitoring data is sent to the Adapter.

5. Due to increasing user load, the adapter deteetsebd
to scale out.

6. The Adapter sends scale out commands to the citfere
clouds so that they scale in a coherent manner.

Variations
(optional)

Quality Attributes - Cost
Performance
Data location

Issues
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Figure 9.4: Cross Cloud Scalability under Cost objetive
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Use Case New Market - Add US cloud provider to serve clientsin
another country — with data partitioning

Description Company opens new market in US. A US based puldiaic
provider.
- Data partitioning is added to improve performance
- Cost still to be minimised

Prerequisites A company that has a customer base in the US detade
(LN ERWEES R provide services in a new country.
Assumptions

1. A company decides to provide its services and exifsn
current cloud deployment with a provider locate@ in
new country.

2. The system administrator decides to partition du@che
decides to have one database server per counttrypan
integrate the country databases in a global da¢ababe
company’s private cloud. The country databasesatont
personal data and will have to be secured apptepria

3. The system administrator updates the CAMEL model
accordingly and requests the PaaSage platformdatap
the current deployment.

4. The Reasoner proposes a new deployment of the-multi
cloud application.

5. The system administrator accepts the proposed
deployment.

6. The Reasoner requests the Adapter to un-deploy the
current deployment and save the state of the system
images.

7. The Reasoner then sends the new deployment model to
the Adapter.

8. The Adapter and the Executionware execute the new
deployment with database servers in each country.

Variations

(optional)

Quality Attributes - Data security
Data location
Performance

Issues

The figure below illustrates the use case. Companagcides to expand into the US
market. It decides to deploy its application in Azoa US East region. With the
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Figure 9.5: Add Cloud Provider with Data Partitioning
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Use Case Company collaboration (or merger) via public cloud

Description Company A collaborates with a new company, e.@ sapply
chain, via a database in a shared public cloud

Prerequisites Two companies are involved in this use case. Eanfpany has
(DL EIHESRAE its own IT infrastructure. The two companies dedale
Assumptions collaborate in the context of a supply chain. ésided that the
best way to collaborate is to create a common databnks the
data from both companies about product and serviciss
decided that the shared database will be deplayadublic
cloud. A database schema is defined by both corepaai
support the supply chain. Both companies also dypeetheir
internal IT systems will update and read data ftbendatabase.

Steps 1. The system administrators of the two companies tepda
their IT systems running in the internal cloud torlv
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with the new common database.

2. A system administrator defines a CAMEL model fa th
database server and submits it to the PaaSagerpiatf

3. The Reasoner proposes a deployment model

4. The system administrator accepts the proposed
deployment.

5. The Reasoner sends the deployment model to the
adapter.

6. The Executionware deploys the database in thetsélec
public cloud.

7. The Executionware then connects the database twthe
enterprise IT systems.

Variations
(optional)

Quality Attributes - Data security
- Performance

Issues
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Figure 9.6: Company Collaboration via Public Cloud
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10 Conclusion and Outlook

While the initial requirements deliverable (D6.1Hgs focused on the description of
different case studies and provided initial requieats on cloud deployment
scenarios and the PaaSage platform, this delive@8.1.2) has extended the initial
requirements with more precise requirements foP&&Sage platform.

Through a better understanding of the PaaSageoptatthe cloud strategy reflecting
the requirements of each partner has been revigkdare precisely described.

Based on the cloud modelling language (CAMEL), wwekflow and the role of each
component of PaaSage, the case study partnerdlaréoaunderstand how to match
and integrate their use cases into the PaaSagm®rplatBesides, the case study
partners have defined their detailed use cases$grithing required usage scenarios,
which have been grouped and linked to the indiMidt@anponents. Through this
exercise, the expected component behaviour isrbdiatified. The use cases from
the different case studies have been complemenyedeberic use cases. These
generic use cases explore some potential behavidhe PaaSage platform based on
a consensus between case study partners and t@cpartners. Furthermore, they
have explored different functional and non-funcéibrequirements for the PaaSage
platform e.g., by defining deployment plans in orde minimize the deployment
costs under constraints of availability or securiSome areas of the PaaSage
workflow such as run-time adaptation and desigretiadaptation of deployment
plans are well identified; But for sake of brevignly briefly covered here by the
generic use cases.

As the first version of PaaSage platform becomeslahe, the case study partners
will be able to experiment with and deploy theirseastudies into the PaaSage
platform. This will, in turn, lead to a refined wrdtanding of the expected behaviour
and requirements. These requirements will be mahagernally within the project,
even though this deliverable is the final requirataeleliverable.
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